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EXECUTIVE SUMMARY

Individual components in Kansas City’s Green Impact Zone wouldn’t spur much industry buzz: 14,000
customers, 11 highly automated feeders, a modernized substation and a variety of customer programs.

However, connecting them all with equipment, integrated software and experienced personnel — as
KCP&L did for five years, as part of a Smart Grid Demonstration Project financed along with the U.S.
Department of Energy (DOE) — created a model that has produced comprehensive data, insights and
expectations that form an informational foundation. This foundation is expected to guide effectiveness
of future smart grid implementations in the area, region and nation.

The primary objectives of the KCP&L Green Impact Zone Demonstration Project illustrated in Figure 1
were twofold: (a) to demonstrate, test, and report on the feasibility of combining, integrating, and
applying existing and emerging smart grid technologies and solutions to build innovative smart grid
solutions; and (b) to demonstrate, measure, and report on costs, benefits, and business model viability
of the demonstrated solutions. KCP&L gained valuable learning and experience in the implementation
and performance of these technologies and systems, as well as insights into the operational, consumer,
environmental, and societal benefits that can be achieved.

This Final Technical Report details performance of the full project, which called for deployment of a fully
integrated smart grid demonstration in an economically challenged area of Kansas City, Missouri. The
$58 million project called for deploying an end-to-end smart grid that included advanced metering
infrastructure; renewables; storage; leading edge substation and distribution automation and controls;
demand response; home energy management interfaces; and innovative customer programs and rate
structures. Through its observations, conclusions and appendices, this report provides an informational
schematic for utilities and other parties interested in smart grid implementation.

Figure 1: KCP&L SmartGrid Demonstration Project Scope
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Following the DOE’s Guidance for Technology Performance Reports, KCP&L developed this expansive,
comprehensive document that covers all aspects of the SmartGrid Demonstration Project. The bulk of
the report is contained in four separate sections, with each successive one built upon the contents of
the preceding section.

First is Section 1, crafted early on as an outline of the project’s general scope — including the
technologies to be implemented and the vendors providing the technology components. This section
includes KCP&L’'s company background, the project geography, schedule and team. It also includes a
high-level overview of the SGDP systems and technologies. A graphical depiction of the project scope is
shown above in Figure 1.

Next, Section 2 outlines how the scope was implemented — creating a fully functional smart grid, one
ready for operational testing. This section included the deployment of new systems, the building of
interfaces between systems, and the integration of new and legacy technologies. Section 2 provides the
technical approach and the systems implementation overview for each subproject. It includes system
implementation test plans and operational demonstration/test plans. Figure 2 below shows the KCP&L
project categories, subprojects and components, and the associated project partners and significant
contributors.

Figure 2: KCP&L SmartGrid Categories and Project Components
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Section 3 takes the next step - using a functional smart grid to run the actual operational
demonstrations defined for the project. This section includes results from the Interoperability, Cyber
Security, and Education & Outreach subprojects. It also includes operational test results for the
operational demonstrations shown in Table 1 below. Finally, it contains the metrics and benefits
analysis.
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Section 4 pulls everything together by summarizing project conclusions, lessons learned, and technology
gaps. It also covers the commercialization resulting from vendor/partner project participation and the
project’s impact on KCP&L’s future plans for smart grid deployment. This section identifies strengths,
exposes weaknesses, and outlines opportunities for the industry going forward.

The utility’s Green Impact Zone SmartGrid Demonstration Project generated focused observations,
outlooks and technology gaps because of its wide-ranging structure: Rather than focusing on a specific
technology, KCP&L'’s project examined and analyzed a broad spectrum of smart grid offerings. Putting all
the pieces together allowed the utility to see how the components would work, together, in a real-world
environment.

Table 1: KCP&L SmartGrid Operational Demonstrations

DOE Smart Grid Function KCP&L Operational Demonstration

Automated Voltage & VAR Control |Integrated Volt/VAR Management

Real-Time Load Transfer Feeder Load Transfer

Automated Feeder & Line Switching |Fault Isolation & Service Restoration

Automated Islanding & . ) )
. Feeder Islanding with Grid Battery
Reconnection

Substation Protection Automation

Diagnosis & Notification of — —
Asset Condition Monitoring

Equipment Condition
Substation Hierarchical Control

Automated Meter Reading

Remote Meter Disconnect/Re-Connect
Real-Time Load Measurement

& Management Outage Restoration with Power Status

Verification

Demand Response Events

Historical Interval Usage Information

Customer Electricity Use In-Home Display

Optimization Home Area Network

Time-of-Use Rate

Distributed Production of Electricity |Distributed Rooftop Solar Generation

Electric Energy Time Shift

Electric Supply Capacity
T&D Upgrade Deferral

Storing Electricity for Later Use ;
Time-of-Use Energy Cost Management

Electric Service Reliability

Renewable Energy Time Shift
PEV Charging
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1 scope!™

This document represents the Final Technical Report for the Kansas City Power & Light Company
(KCP&L) Green Impact Zone SmartGrid Demonstration Project (SGDP). The KCP&L project is partially
funded by Department of Energy (DOE) Regional Smart Grid Demonstration Project cooperative
agreement DE-OE0000221 in the Transmission and Distribution Infrastructure application area.

This Final Technical Report summarizes the KCP&L SGDP as of April 30, 2015 and includes summaries of
the project design, implementation, operations, and analysis performed as of that date.

1.1 PROJECT ABSTRACT

Kansas City Power & Light (KCP&L) is known for its commitment to community engagement and its
ability to bring together diverse stakeholder groups to develop regional energy solutions. In 2007,
KCP&L won the Edison Electric Institute’s top award for innovation and contribution to the advancement
of the electric industry. In addition, KCP&L is the only utility in the U.S. to reach an agreement with the
Sierra Club in pursuing renewable energy and energy efficiency projects while building a high-efficiency
coal generating station. Recognizing the need for a new approach to electricity generation, transmission,
and distribution, KCP&L was awarded a DOE Regional SGDP cooperative agreement to deploy a fully
integrated SmartGrid Demonstration in an economically challenged area of Kansas City, Missouri. The
project is investing over $58 million to explore potential benefits to customers and the local grid and
provide technology learning and advancement to the entire industry. Of the total investment, the DOE
Regional SGDP cooperative agreement is providing approximately $23.9 million.

For the SGDP, KCP&L is deploying an end-to-end smart grid that will include advanced renewable
generation, storage resources, leading edge substation and distribution automation and controls, energy
management interfaces, and innovative customer programs and rate structures. The SGDP is focused on
a subset of the area served by KCP&L's Midtown Substation, impacting approximately 14,000
commercial and residential customers across five square miles.

KCP&L'’s project complies with the DOE’s funding guidelines and introduces commercial innovation with
a unique approach to SmartGrid development and demonstration:

e  First, this project truly creates a complete, end-to-end smart grid — from smart generation
to smart end-use; it will deliver improved performance focused on a major substation in
an urban location.

e Second, it introduces new technologies, applications, protocols, communications, and
business models that will be evaluated, demonstrated, and refined to achieve improved
operations, increased energy efficiency, reduced energy delivery costs, and improved
environmental performance.

e Third, it involves a best-in-class approach to technology integration, application
development, and partnership collaboration, allowing KCP&L to advance the progression
of complete smart grid solutions, with interoperability standards, rather than single,
packaged applications.

e Finally, KCP&L’s SGDP will provide the critical energy infrastructure required to support a
targeted urban revitalization effort—Kansas City’s Green Impact Zone.
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The project introduces new technologies in the substation and the distribution network as well as
advanced renewable resources and large-scale energy storage to supply electricity and offset peak
electrical demand. Finally, end users will be provided detailed usage information, digital tools, and
innovative programs to empower them to optimize energy consumption and bill savings.

The Green Impact Zone (www.greenimpactzone.org) is the vision of Rep. Emanuel Cleaver Il (D-MO) and
will be a model for urban renewal and sustainability. The City of Kansas City and the Mid-America
Regional Council have also taken lead roles in the effort. Through KCP&L'’s participation, innovators in
today’s SmartGrid landscape such as Siemens, OATI, Landis+Gyr, Intergraph, EPRI, Tendril, and Exergonix
(formerly Kokam America) have signed-on to provide equipment, technical expertise, and in-kind
financial support. A key component of the project is enhancing collaboration between public and private
stakeholders. KCP&L believes the SGDP will foster an environment for increased employment
opportunities, broad economic development, and reinvestment in the area.

By demonstrating an end-to-end solution, KCP&L will be able to test, evaluate, and report on a complete
suite of smart grid benefits that include greater energy efficiency, reduced cost, improved reliability,
more transparent and interactive information, and an improved environmental footprint. KCP&L
believes this project will serve as a blueprint for future smart grid implementations and will accelerate
the realization of the “utility of the future” that safely delivers reliable electricity with greater efficiency,
reduced costs, and improved environmental performance.

1.2 PROJECT OVERVIEW

1.2.1 Project Objectives

The primary objective of the SGDP is twofold: (a) to demonstrate, test, and report on the feasibility of
combining, integrating, and applying existing and emerging smart grid technologies and solutions to
build innovative smart grid solutions and (b) to demonstrate, measure, and report on the costs, benefits,
and business model viability of the demonstrated solutions. The proposed technologies and solutions
will be evaluated both individually, and as part of a complete end-to-end integrated smart grid system in
a defined geographical area. The project will demonstrate certain operational, economic, consumer, and
environmental benefits that can be enabled by single smart grid technologies and further enhanced by
integrated solutions as proposed for this demonstration.

The objectives of individual initiatives are focused on implementing a next-generation, end-to-end smart
grid that will include distributed energy resources, enhanced customer facing technologies, and a
distributed-hierarchical grid control system.

1.2.1.1.1 Interoperability

The KCP&L SGDP interoperability objective is to implement an integrated end-to-end solution that
demonstrates interoperability of the key smart grid components and incorporates elements of seven (7)
of the eight (8) priority areas identified by FERC and NIST in the. NIST Framework and Roadmap for
Smart Grid Interoperability Standards, Release 2.0 (NIST Smart Grid Framework):

e Demand Response and Consumer Energy Efficiency,
e Electric Storage,

e Electric Transportation,

e Advanced Metering Infrastructure,

e Distribution Grid Management,

e  Cyber Security, and

e Network Communications.
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This demonstration will implement a distribution network management system, substation and
distribution automation systems, distributed resource and demand-side management systems,
advanced metering infrastructure, and customer-based energy management and behind-the-meter
resources and loads. The proposed solution architecture follows the EPRI IntelliGrid®™ Architecture and
GridWise Architectural Council recommendations, as well as the NIST Smart Grid Framework.

1.2.1.1.2 Cyber Security

One of the objectives of the KCP&L SGDP is to evaluate and demonstrate end-to-end cyber security and
incorporate the appropriate NIST cyber security standards and emerging industry security profiles,
namely the NISTIR-7628 and UCAIlug Security Profiles for Distribution Management and Advanced
Metering Infrastructure. Over the course of the project to date, the project team has assessed the
applicability of these standards and profiles and has adopted and/or augmented these standards as
deemed appropriate.

The project team has taken cyber security considerations into account during each phase of the KCP&L
SGDP infrastructure development both from an IT and grid infrastructure perspective. KCP&L has also
chosen to implement the SGDP using a private communications architecture wherever practical. By
utilizing the Corporate IT Wide Area Network (WAN) and utility-owned Field Area Network (FAN), the
communication between KCP&L SmartGrid systems can leverage the vast amount of industry research
and development for IP-based technologies. Another benefit of utilizing private networks instead of the
public Internet for internal communication is to minimize vulnerability to cyber security attacks.

1.2.1.1.3 Education & Outreach

KCP&L’'s SGDP and associated partnerships in the Green Impact Zone create a tremendous opportunity
for customers, the region, and the entire country to understand the value of advanced energy
distribution and load management while providing reinvestment in Kansas City’s urban core. Successful
implementation of the KCP&L SGDP will require a steadfast commitment to effective stakeholder-
focused communication.

There are three primary communications objectives for KCP&L’s SGDP:

e Educate and engage customers in the project area, including the Green Impact Zone,
about how SmartGrid investments will ultimately impact and benefit them, and then
influence behavior and encourage participation in energy usage management

e Inform the remainder of KCP&L’s customer base about how SmartGrid investments could
ultimately impact and benefit them

e Share information with the broader utility industry on the progress and outcome of the
project

Just as the SGDP is being deployed in a series of phases, so too is the public education and outreach
plan. In 2010, the goal was to create general project awareness and understanding through face-to-face
interaction, customer engagement, and the introduction of new SmartGrid tools. As the project moved
into 2011 and beyond, the communications efforts become even more targeted as customer segments
emerge and product adoption increases. At this point, KCP&L will begin to analyze and evaluate
customer behaviors, attitudes, and channel preferences as well as the messaging mix that is most
effective. In addition, the grid focused components of the project will be introduced to customers to
help them better understanding the complexity and potential value of these investments and
transformations.
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1.2.1.1.4 SmartMetering

The primary objective of the SmartMetering subproject is to develop and demonstrate state-of-the-art
integrated Advanced Metering Infrastructure (AMI) and Meter Data Management (MDM) systems that
support two-way communication with 14,000 SmartMeters in the SGDP area and that integrate with
other enterprise systems such as Customer Information System (CIS), Distribution Management System
(DMS), Outage Management System (OMS), and Distributed Energy Resource Management (DERM)
system. The SmartMetering infrastructure will provide the technology basis for recording customer and
grid data that will be used to measure many SmartGrid benefits.

This new SmartMetering implementation will enable and quantify the following benefits:

e Reduced operating expenses through remote connect/disconnect capabilities

e Improved accuracy and frequency of meter reads

e Improved accuracy of meter inventory and reduction in untracked meters

e Increased success rate of automated reads relative to existing one-way AMR

e Improved outage handling relative to existing AMR technology with increased outage
notification success rates and new power restoration messages

e Enables real-time, two-way communication for demand response program control
initiation and verification of program participation

The SmartMetering technology will also provide advanced meter-to-device communications to facilitate
in-home display, home energy management systems, and other consumer facing programs.

1.2.1.1.5 SmartEnd-Use

The primary objective of the KCP&L SmartEnd-Use subproject is two-fold. This subproject will achieve a
sufficient number of consumers enrolled in a variety of consumer facing programs to 1) support the
DERM development and demonstration, and 2) measure, analyze, and evaluate the impact that
consumer education, enhanced energy consumption information, energy cost and pricing programs, and
other consumer based programs have on end-use consumption. KCP&L has identified several secondary
objectives for the suite of SmartEnd-Use programs expected to be deployed in the Demonstration Area:

e Improve customer satisfaction by increasing awareness and providing cost-saving
opportunities

e Improve KCP&L's capacity to serve customers through increased knowledge of customer
behavior and usage patterns

e Demonstrate potential to reduce residential peak load profiles and reduce the need for
future system capacity expansion by incenting off peak energy usage
e Pilot novel time-of-use (TOU) rate programs designed to incent consumer energy usage
reduction during peak periods
By achieving these objectives, the project team expects to demonstrate how the integration of a broad
suite of innovative efficiency and rate programs into a complete SmartGrid solution can enhance the
overall benefits of the solution and optimally leverage the additional technical and operational
capabilities that are enabled by the pilot investment.

1.2.1.1.6 SmartSubstation

The primary objective of the SmartSubstation subproject is to develop and demonstrate a fully
automated; next-generation distribution SmartSubstation with a local distributed control system based
on |IEC 61850 protocols.
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This new SmartSubstation demonstration will enable and quantify the following expected benefits:

e Improved real-time operating data on critical substation equipment
e Reduced O&M costs of relay maintenance
e Improved reliability through automation

By achieving these objectives, the project team expects to demonstrate Advanced Distribution
Substation Automation with full substation automation with local automation controllers, operator
interfaces, and other benefits of integrated intelligent electronic relays such as peer-to-peer
communication, intelligent bus throw-over, fault recording, fault location, circuit breaker monitoring,
and more efficient maintenance.

1.2.1.1.7 SmartDistribution

The primary objective of the SmartDistribution subproject is to develop and demonstrate a next
generation Distribution Management System architecture that includes a fully automated Distributed
Control and Data Acquisition (DCADA) SmartSubstation controller that incorporates a Common
Information Model (CIM) based model of the local distribution network and performs local grid
assessment and control of individual intelligent electronic device (IED) field controls. The DMS and
DCADA will provide the operational backbone of the system supporting significant levels of automation
on the feeders, complex and automated feeder reconfiguration decisions, and tightly integrated
supervision with the Control Centers. The DMS serves as the primary point of integration for the grid
facilities and network management functionality including Distribution Supervisory Control and Data
Acquisition (D-SCADA) systems, Distribution Network Applications (DNA) systems, Outage Management
Systems (OMS), Distributed Energy Resource Management (DERM) systems, Geographic Information
Systems (GIS), and other supporting systems.

This new SmartDistribution demonstration will enable and quantify the following benefits:

e Improved service reliability by reducing the frequency and duration of outages
Reduced frequency of momentary outages

Reduced operational expenses through automation and remote control

e Reduced maintenance expenses through predictive maintenance strategies

In achieving the above objectives, the project team expects to demonstrate a family of automatic,
distributed First Responder distribution grid monitoring and control functions:

e Substation and feeder load profile metering at 15 minute intervals

e (Circuit outage and faulted section identification and isolation switching

e Substation and feeder VAR management

e Substation and feeder voltage management

e Substation and feeder integrated Volt/VAR Management

e Substation and feeder overload management with Dynamic Voltage Control (DVC) and

Conservation Voltage Reduction (CVR)

e Distributed energy resource monitoring and management

e Substation and feeder overload management with Distributed Energy Resources

e Digital fault recording on breaker relays

The project team also expects to demonstrate time-synchronized voltage and current from strategic
points on the circuits, which will improve the accuracy of capacity planning models and will enable
better load balancing and improved decision-making for capacity additions.
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1.2.1.1.8 SmartGeneration

The primary objective of the SmartGeneration subproject is two-fold. The program will develop and
demonstrate a next-generation, end-to-end Distributed Energy Resource Management (DERM) system
that can provide balancing of renewable and variable distributed energy resources (DER) with
controllable demand response (DR) as it becomes integrated in the utility grid, coordination with market
systems, and provision of potential future pricing signals.

The project team expects to demonstrate a number of capabilities including:

e The ability to manage and control diverse DERs (e.g. DVC, DG, storage, etc.)

e The ability to manage and control various DR programs effectively

e The ability to manage price-based and voluntary programs with market-based and
dynamic tariffs similar to those described under SmartEnd-Use

e Interoperability with the DMS to monitor distribution grid conditions and leverage DR and
DERs to manage distribution grid congestion

The SmartGeneration subproject will also implement DR/DER resources and DR programs sufficient in
quantity and diversity to support the DERM development and demonstration. This subproject will
include:
e Installation of a variety of rooftop solar systems on a mix of residential and commercial
buildings, including one larger scale installation (100 kW)
e Installation of a IMW grid-connected battery
e Implementation of an AMI-based direct load control (DLC) DR program with installation of
up to 1600 stand-alone residential PCTs
e Implementation of a home energy management program with installation of up to 400
Home Area Networks that include a PCT, 120V outlet disconnects, and 240V (water
heater, pool pump, etc.) disconnects
e Implementation of DR-enabled publicly accessible plug-in electric vehicle charging stations
to demonstrate smart charging strategies

By achieving these objectives, KCP&L expects to demonstrate advanced capabilities in demand side
resource management, including the ability to leverage those resources for operational efficiencies,
reduction of environmental impact, and to support wholesale market operations.

In addition to the primary objective, KCP&L expects to evaluate the feasibility to offset fossil-based
generation with renewable sources as well as the potential for flexible, alternative business ownership
models.
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1.2.1.1.9 SmartGrid Functions

The DOE has identified a series of Smart Grid Functions ™ that capture the characteristics or capabilities
of a smart grid. Each of the KCP&L SGDP subprojects will implement a variety of SmartGrid assets and
technologies that enable one or more of these Smart Grid Functions. Table 1-1 below, identifies which
subproject will directly implement or support the Smart Grid Functions that will be implemented by the

project.

Table 1-1: Smart Grid Functions by KCP&L Demonstration Subproject

Smart
Grid
Functions

Smart Grid Functions

Direct
Support

Smart Metering

Smart End-Use

Smart Substation

Smart Distribution

Smart Generation

Demonstration Subproject

Fault Current Limiting

Wide Area Monitoring, Visualization, and Control

Dynamic Capability Rating

Power Flow Control

Adaptive Protection

Automated Feeder Switching

Automated Islanding and Reconnection

Automated Voltage and VAR control

Diagnosis and Notification of
Equipment Condition

Enhanced Fault Protection

Real-Time Load Measurement and Management

Real-Time Load Transfer

Customer Electricity Use Optimization

Distributed Production of Electricity

Storing Electricity for Later Use
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1.2.1.1.10 Smart Grid Benefits

The KCP&L SGDP components, technologies, and smart grid functions to be demonstrated were chosen
because they have the possibility of providing extensive system benefits, individually, and collectively,
they offer an even more effective means for achieving the project objectives. For each of the project
components, KCP&L has identified the DOE identified SmartGrid benefits 1Bl that are anticipated to be
observed, quantified, or calculated during the course of the project are summarized in Table 1-2 below.

Table 1-2: Smart Grid Benefits Realized by KCP&L Demonstration Subproject

Demonstration Subproject

Smart Grid Benefits
= c
S = 5]
En (] = 5 =]
= @ © 2 0
13|85 |8
7] © =] 173
- _ s | S| 3| a| &
D = Direct Benefit +© +© + + +
I = Indirect Benefit g g E E g
(7] (7] (7] (7] (7]
Arbitrage Revenue*
Market : 'g vent -
Capacity Revenue
Revenue - -
Ancillary Services Revenue*
| q Optimized Generator Operation
mprove Deferred Gen. Capacity Investments | | D D
Asset - -
- Reduced Ancillary Service Cost
Utilization -
Reduced Congestion Cost
. T&D Deferred Trans. Capacity Investment
Economic . - -
Capital Deferred Dist. Capacity Investments D D D
Savings Reduced Equipment Failures D D
T&D Reduced Dist. Equip. O&M Cost
o&M Reduced Dist. Operations Cost D
Savings Reduced Meter Reading Cost D
Reduced Theft Reduced Electricity Theft D
Energy Efficiency |Reduced Electricity Losses | | D D
Electricity Cost Reduced Electricity Cost D D
Power Reduced Sustained Outages D D D
. Reduced Major Outages D D D
o Interruptions -
Reliability Reduced Restoration Cost D D D
Power Reduced Momentary Outages
Quality Reduced Sags and Swells
Environ- Air Emissions Reduced carbon dioxide Emissions | | D
mental Reduced Emissions I | D
Securit Energy Securit Reduced Oil Usage D I D
Y &Y y Reduced Wide-scale Blackouts

*These benefits are only applicable to energy storage demonstrations.
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1.2.2 Introduction to Kansas City Power & Light Company

The mission of KCP&L, as a leading and trusted energy partner, is to provide safe, reliable power and
customer-focused energy solutions that create stakeholder value through operational excellence,
innovation, and a diverse, engaged workforce. Our higher purpose is improving life in the communities
that KCP&L serves.

Great Plains Energy (GPE), a Missouri corporation incorporated in 2001 and headquartered in Kansas
City, Missouri, is the holding company for two vertically integrated electric utilities - KCP&L and KCP&L
Greater Missouri Operations Company (KCP&L-GMO). Both utilities operate under the brand name
KCP&L. KCP&L's service territory encompasses all or portions of 47 counties over approximately 18,000
square miles in western Missouri and eastern Kansas.

1.2.2.1.1 KCP&L Utility Operations

Operating from its headquarters in Kansas City, Missouri, KCP&L has evolved into a full-service energy
provider and resource. The company was founded in 1882 and has become one of the Midwest's most
affordable energy suppliers because of our leadership in efficient power production and distribution
through advanced fuel procurement, power plant technology, and distribution technology.

Our utilities serve over 820,000 customers with approximately 722,000 residential, 96,000 commercial,
and 2,800 industrial and bulk power customers. Our utilities, located in Missouri and Kansas, have a
combined generation capacity of over 6,100 MW, 3,000 miles of transmission lines, approximately
17,000 miles of overhead distribution lines, and over 7,000 miles of underground distribution lines.
Detailed statistics of KCP&L's service territory are shown in Table 1-3.

Table 1-3: KCP&L’s Service Territory Statistics

“KCPsL
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KCP&L’s Service Territory
GPE KCP&L KCP&L - GMO

Total number of customers:

Residential 723,752 450,359 273,393

Commercial 95,801 57,725 38,076

Industrial & Municipal 2,753 2,393 360
Peak load:

Summer 5,253 MW 3,448 MW 1,878 MW

Winter 4,115 MW 2,670 MW 1,568 MW
Total MWh sales:

Residential 8,647,450 5,202,904 3,444,546

Commerecial 10,636,691 7,506,463 3,130,228

Industrial 3,142,761 1,884,401 1,258,360

Bulk Power 5,492,710 5,280,312 212,398
Distribution Assets:
Total number of substations 316 91 225
Total number of distribution feeders 1382 767 615
Total miles of overhead distribution line 17,000 mi. 11,768 mi. 5,232 mi.
Total miles of underground distribution lines 7,000 mi. 4,502 mi. 2,498 mi.
Total miles of transmission lines 3,000 mi. 1,765 mi. 1,235 mi.
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1.2.2.1.2 Service Territory
As shown in Figure 1-1, KCP&L services customers in 47 northwestern Missouri and eastern Kansas
counties - a service territory of approximately 18,000 square miles (www.kcpl.com).

Figure 1-1: KCP&L Service Territory Map
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1.2.2.1.3 Regqulation and Oversight

Both utilities are regulated by the Missouri Public Service Commission (MPSC). Kansas City Power & Light
is regulated also by the Kansas Corporation Commission (KCC) with respect to retail rates, certain
accounting matters, standards of service, and, in certain cases, the issuance of securities, certification of
facilities, and service territories.

The utilities are also subject to regulation and oversight by the Federal Energy Regulatory Commission
(FERC), North American Electric Reliability Corporation (NERC), and Southwest Power Pool, Inc. (SPP).
Kansas City Power & Light has a 47% ownership interest in the Wolf Creek Generating Station (Wolf
Creek), which is subject to regulation by the Nuclear Regulatory Commission (NRC), with respect to
licensing, operations, and safety-related requirements.

1.2.3 Project Location

The SGDP will deploy smart grid technologies on the KCP&L distribution system to the entire Green
Impact Zone plus surrounding areas as shown in Figure 1-2. The total SGDP area is approximately five
square miles (www.kcplsmartgrid.com).

Figure 1-2: KCP&L Green Impact Zone SmartGrid Demonstration Map

SmartGrid demonstration map

The SmartGrid demonstration project
includes the Green Impact Zone and
surrounding areas.
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1.2.4 Project Timeline

This section includes a condensed schedule of the KCP&L SGDP. The schedule shown in Figure 1-3
includes main subcomponents of the project and shows their relative start and completion dates.
Interdependencies between tasks are not shown on this schedule; however, they were managed in a
Microsoft Project file used by the project team.

Figure 1-3: Project Timeline

Go Live! SmG Function End of
Component Demos Project
SmartMetering I . ’ ' . ’ |
(AMl & MDM) Meters = Meters  AMI cC MDM CC DMMDMCG | MDM| CC cCc  Op .
Start Complete SA 51 Pht-56 h2a Ph2b 5.7 Ph3}-6:0 6.2 Tests
SmartDistribution r : . 1
(DMS’ DA’ SUb) " Initial Relays Test Plan FAT1 SAT1SAJ2 FAT3: SAT3 Op. .
Installed FAT? Tests
SmartEnd-Use ’ ' ’ ’ ' ’ 1
(Cust. Programs) HD & C D | HANIPCT Jou |F PEV DER  Op. |
) Portal Portal Portal EMS Portal ortal Portal - Tests
Qutreach & " |
Education W;lcome Demo SEU SEU Website Pgricipant DTech Participant DTech E’[gg End .
Kits & - Home Postcards Launch Upgd Burvey Conf Survey - Conf Comm
R “Go Live Event ¥
DemandResponse sy g Rt ’ .
(DR / DER) (— _ 5 _—
Reguirements Base: DERM DMS&HEMP DR Batt DR Op
s G ti DERM  sal Integration Events ‘Events Tests
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(SOIar & Battery) H Paseo Grid Sub UMKCMRI  BH KCMO Op i
Solar Batt PV [PV PV PV PV Tests
- r - - - - - - B
Integration & ’ . ’ ’ ’ " '
Security K Design Risk Lab. | Prod. E2Ea is E2Eb TE2Ec |
Assmiit Ntwrk  Ntwrk IOP Tests 10P IOP&
| Demo
} 2011 2012 l 2013 ’ 2014

1.2.5 Project Major Milestones

The master project schedule is aligned with the WBS; key project milestones are listed in Table 1-4.
During project performance, KCP&L will report the Milestone Status as part of the required monthly
Progress Report as prescribed under the Reporting Requirements Checklist. The Milestone Status will
present actual performance in comparison with the Milestone Log, and include:

e the actual status and progress of the project;
e specific progress made toward achieving the project’s milestones; and
e any proposed changes to the project’s schedule required to complete milestones.

The shaded milestones have been published by the DOE as external project milestones.
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Table 1-4: Major Project Milestones

Planned Revised Actual
Milestone Completion Completion Completion
Date Date Date

1 Revised PMP to DOE for Review 10/29/2010 10/29/2010
2 NEPA Compliance obtained 10/28/2010 10/28/2010
3.2 Develop Initial Cyber Security Plan 10/29/2010 10/29/2010
4.4 Develop Benefits & Metrics Reporting Plan (v1.0 Submitted) 12/30/2010 12/30/2010
5.7.1 First Interim Technology Performance Report 12/31/2012 12/31/2012
5.7.2 Second Interim Technology Performance Report 12/31/2013 12/31/2013
5.7.3 Third Interim Technology Performance Report 12/31/2014 12/31/2014
6 Public Outreach and Education 06/30/2014 04/30/2014
SmartGrid Demonstration Home Grand Opening 04/30/2011

Innovation Park Grand Opening 10/12/2012

8.4 SmartMetering Deployment 03/18/2011 03/18/2011
8.5 SmartMetering System Acceptance 05/13/2011 05/13/2011
9.4 Collect Consumer 15 min Interval Usage Data 01/03/2012 03/31/2012
10.4 SmartSubstation Protection Network Factory Config. & FAT 12/21/2011 05/04/2012
10.7 SmartSubstation Automation Network Factory Config. & FAT 06/14/2012 | 08/30/2012 | 08/30/2012
10.10 Commission SmartSubstation (ready for day-to-day operations) 09/30/2012 09/30/2012
11.4 MDM Phase 1 — Implementation 12/30/2011 03/24/2012
12.10 DMS Factory Configuration and FAT 12/21/2011 08/30/2012 08/30/2012
12.14 Commission DMS System (ready for day-to-day operations) 07/10/2012 09/30/2012 09/30/2012
13.2 Design, Construct, & Test SmartDistribution IP FAN 09/30/2012 09/21/2012
13.6 Commission SmartGrid First Responder Subsystem 12/21/2011 08/31/2013 08/27/2013
14 Deploy SmartEnd-Use Implementation (14.2-4 & 14.6-9) 12/31/2012 06/30/2012
14.3 Implement Home Energy WEB Portal 12/08/2010 10/20/2010
14.4 Implement Home Energy EMS Web Portal 07/06/2011 07/31/2012 06/28/2012
14.5 Implement Home Energy DER Portal 07/06/2011 06/30/2014 07/11/2014
14.6.5 Launch In-Home Display 10/27/2010 10/27/2010
14.7 Demonstration Home Grand Opening 07/13/2011 04/30/2011
14.8 Launch EMS HAN Devices 04/30/2012 04/30/2012
14.9 Launch TOU Tariff 04/30/2012 05/22/2012
15 SmartGeneration Implementation 06/30/2014 06/10/2014
15.1 Deploy Grid Connected Rooftop Solar 01/11/2012 09/30/2013 12/15/2013
15.2 Deploy DR AMI Thermostats (Available to Customers) 04/30/2012
15.5.16 Commission BESS 07/27/2012 06/28/2012
16 Smart DER/DR Management System Implementation 07/03/2014 02/28/2014
16.5 Implement & Unit Test DR Management Sub-system 06/30/2012 07/30/2012 07/27/2012
17.2 Conduct System-System Integration Testing 06/08/2012 | 07/31/2013 | 07/31/2013
17.4 Field Demo Integrated SmartGrid Functionality 12/31/2012 | 06/30/2013 | 06/28/2013
18.1 Operate System According to Program Plan & Procedures 10/01/2012 10/01/2012
18 Operate Integrated Solution (complete) 10/31/2014 10/31/2014
20.1.4 Submit Draft Report to DOE for Review 12/31/2014 03/31/2015 03/31/2015
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1.3 SMARTGRID DEMONSTRATION PROJECT PARTICIPANTS

KCP&L has developed a technical solution model working with a set of best-in-breed vendor
participants. The vision for the SGDP is to bring these technical implementation vendors and their
capabilities together to develop leading edge, scalable SmartGrid solutions. In selecting participating
vendors, KCP&L focused on companies with which it has established relationships, who are leading
companies in their respective SmartGrid area, and who share the SmartGrid vision set forth in the SGDP.

To further the cause of SmartGrid technology development, partners that have agreed to contribute in-
kind to the effort have been classified and treated as project partners. In addition to these project
partners, KCP&L will work closely with selected vendors to ensure a successful deployment of the SGDP.
These strategic partners and vendors are shown in Figure 1-4 and described below.

Figure 1-4: Selected Project Partners
Vendor Partners
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1.3.1 Project Partners

In addition to providing equipment, technical expertise, and in-kind financial support, the project vendor
partners will provide leadership on the technical and process aspects of the project, including the
selection, implementation, and review of emerging technologies, and ensure that the project’s vision is
brought to bear through the collaboration of the project’s partners and stakeholders.

1.3.1.1.1 Electric Power Research Institute (EPRI)

EPRI conducts research and development relating to the generation, delivery, and use of electricity for
the benefit of the public. EPRI will provide technical expertise and advice on defined portions of the
project. In addition, they are a member of the five-year EPRI Smart Grid Demonstration Initiative, which
is focused on smart grid projects that integrate distributed energy resources (www.smartgrid.epri.com).
One of the main objectives of this initiative is to identify approaches for interoperability and integration
that can be used on a system-wide scale to help standardize the use of DER as part of overall system
operations and control. As part of this Initiative, EPRI will support this project in several areas including,
but not limited to, cost-benefit analysis efforts, use case documentation per the IntelliGrid™™
methodology, data analysis and benefits estimation, CO, impact assessment, and technology transfer.

1.3.1.1.2 eMeter/Siemens

eMeter’s EnergylP MDM solution is the industry’s leading platform for real-time smart grid data
management. Purpose-built for mass market deployment in heterogeneous and evolving technology
environments, EnergylP brings scalability, adaptability, and flexibility to the utility enterprise.
eMeter/Siemens will implement the EnergylP product to provide an enterprise level repository of meter
and metering data and support the provision of validated, estimated, and edited (VEE'd) AMI data.

1.3.1.1.3 Exergonix

Exergonix will leverage existing lithium polymer battery technology development and manufacturing
expertise to develop and deploy a grid-scale energy storage system to supply peak-shaving, demand-
management, and restoration capabilities to the KCP&L grid. The installation will function as part of a
larger DERM system, controlled remotely and programmed to function automatically in conjunction
with other SmartGrid components.

1.3.1.1.4 Intergraph

Intergraph is a strategic partner of Siemens Inc., together leading the industry with a number of active
smart grid projects. Through the partnership, Intergraph and Siemens provide a Smart Grid Operations
Command-and-Control Center that integrates an advanced DMS with SCADA functionality, outage
management, mobile workforce management, and electric and communications infrastructure
management.

Intergraph has also partnered with eMeter to integrate MDM functionality with their Command-and-
Control Center platform. The integration will provide grid operators with consolidated end-to-end
network visibility and management capabilities to provide utilities with the full operational benefits of
their AMI and smart meter deployments for use in outage detection and response. KCP&L will be
implementing Intergraph’s Smart Grid Operations Command-and-Control Center integrated with
Siemens DMS and eMeter’s MDM.

1.3.1.1.5 Landis+Gyr

Landis+Gyr ranks as the worldwide leader in electricity metering with a preeminent position in advanced
or “smart metering” systems. In 1994, KCP&L partnered with L+G (then Cellnet) to develop and deploy
the first production AMR system in use by a utility. Today, L+G offers the broadest portfolio of products
and services in the electricity metering industry including integrated AMR/AMI solutions,
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communication systems and software, meters, meter data management services, and financing. KCP&L
is again partnering with L+G to deploy a state-of-the-art Gridstream technology, AMI system and RF
mesh AMI field area network.

1.3.1.1.6 OATI

Open Access Technology International (OATI) Inc. has been serving the energy industry since 1995 and
has had steady growth since its inception. As a sub-recipient, OATI will deploy the Distributed Energy
Resource Management system component of the SGDP through implementation of its webSmartEnergy
application. The webSmartEnergy suites of applications are modular solutions to address the
requirements for the emerging SmartGrid. OATI webSmartEnergy products include software and
services for Demand Response and Distributed Energy Resources Management, Renewable
Management, and Asset Management.

1.3.1.1.7 Siemens

Siemens is a world-wide provider of products and services whose experience spans the entire energy
network, including generation, transmission, distribution, and the market. They focus on reliable,
efficient, and practical innovation and implementation in each segment. As a sub-recipient, they will
focus on providing the distribution network First Responder functions and the integration of the DMS
with SmartSubstation controllers and Distribution SCADA, as well as integration with the GIS, AMI,
MDM, and DERM systems.

Siemens plays a dual partner role in that they are both a sub-recipient and a vendor. As a vendor,
Siemens will provide the SmartSubstation automation controllers, Distribution SCADA, DMS, and a
variety of substation and field grid devices and IEDs. Siemens also teamed up with eMeter (and later
purchased eMeter) to provide the MDM.

1.3.1.1.8 Tendril

Tendril offers solutions to aid customers in understanding, reducing, and managing energy consumption.
Tendril will provide a residential Home Energy Management Portal and Home Area Network platform
which will provide energy consumers and utilities with an intelligent network of distributed energy
resource management tools that will enable consumer and utility control through a single Web-based
interface.

1.3.2 Consultants

1.3.2.1.1 Bridge Strateqy Group

Bridge Strategy Group is an elite general management consulting firm used by KCP&L on numerous
occasions on key strategic assignments. Bridge was retained to temporarily perform the Director of
SmartGrid project functions and provide project level consulting services during the initiation phase in
the form of guidance, expertise, and project support to the SmartGrid PMO.

1.3.2.1.2 Burns & McDonnell Engineering Company

Founded in 1898, Burns & McDonnell is a 100 percent employee-owned, full-service engineering,
architecture, construction, environmental and consulting solutions firm with over 4,000 professionals in
more than 30 offices. Burns & McDonnell will provide assistance to KCP&L in the form of skilled staff to
augment the project team.

1.3.2.1.3 IBM
IBM Global Services is the world's largest information technology services provider with professionals
servicing customers in 160 countries. They are at the forefront of developing, integrating, and
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implementing smart grid systems. IBM will provide assistance to KCP&L in the development of the
project Interoperability and Cyber Security Plan.

1.3.2.1.4 The Structure Group

The Structure Group is an energy and utility consulting firm specializing in SmartGrid, energy
management, risk management, and competitive market solutions and will provide assistance to KCP&L
in the form of skilled staff to augment the project team, particularly in the role of IT integration.

1.3.3 Contractors

1.3.3.1.1 AOS

Alexander Open Systems (AOS) specializes in consulting, designing, implementing, and supporting Local,
Wide Area, and Wireless Networking, Communication and Collaboration, Data Center, and Physical and
Data Security. AOS will provide assistance to KCP&L in the form of skilled staff to augment the IT project
team.

1.3.3.1.2 Corix Utilities

KCP&L currently contracts with Corix Utilities to provide manual meter reading services for the non-AMR
service territory. Corix has performed over 3,000,000 meter changes, AMR/AMI device installations, and
retrofits for gas, water, and electric utilities since 1995, helping utilities make a smooth transition from
traditional meter reading to automation. Corix has been retained to perform a pre-deployment audit of
all electric meters in the SGDP area.

1.3.3.1.3 Global Prairie
Global Prairie is an integrated communications and brand management company. Global Prairie will be
providing education and outreach enrollment and soliciting volunteers to assist in these efforts.

1.3.3.1.4 MARC

The Mid-America Regional Council (MARC) provides administrative staff and services for the Green
Impact Zone. The Green Impact Zone initiative is an effort to concentrate resources — with funding,
coordination, and public and private partnerships — in one specific area to demonstrate that a targeted
effort can literally transform a community. Plans are underway to make the Green Impact Zone a model
for energy efficiency. Neighborhood leaders, the coordinating council, local utilities, and other strategic
partners intend to develop and implement a highly coordinated initiative to reduce energy and water
usage within the zone — and, in the process, reduce utility bills for residents. The initiative will include
individual property strategies as well as neighborhood-wide strategies, such as installation of a smart
grid and the expansion of solar and other renewable energy sources within the zone.

1.3.3.1.5 Metropolitan Energy Center

The Metropolitan Energy Center's mission, when it was founded, was to assist people in the Kansas City
region to manage and control their energy use. This nonprofit organization has evolved to become a
catalyst for community partnerships focused on energy efficiency, environmental stewardship and
economic improvement. KCP&L has partnered with MEC to integrate the SmartGrid Demonstration
Home in their "Project Living Proof' demonstration. More information may be found at
http://www.kcenergy.org/community.htm.

1.3.3.1.6 NextSource
NextSource is a global labor resource provider. NextSource will provide assistance to KCP&L in the form
of on-site personnel in a variety of roles.
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1.3.3.1.7 QTl, Inc.

QTl, Inc. is a corporation that provides general construction services along with fiber optic network build
outs, underground power distribution, and warehouse distribution. QTI, Inc. has been selected to
manage the AMI meter deployment with a locally hired and trained workforce.

1.3.4 Vendors

1.3.4.1.1 Cisco

A Cisco® Smart Grid network is a holistic, cross-technology solution that enables utilities and other
organizations in the energy industry to build secure, standards-based IP networks to efficiently meet the
demands of energy generation, distribution, storage, and consumption. KCP&L will extend the existing
Cisco based network to support the SGDP by implementing a new Cisco Smart Grid network as the
foundation of the SmartSubstation.

1.3.4.1.2 Milbank

Milbank, headquartered in Kansas City, is an industry leader in the manufacture of electrical meter
sockets and has been servicing the electric utility and wholesale distribution industries for over 75 years
with innovative, quality engineered products. Milbank will be providing retrofit A-base meter enclosure
covers to accommodate the larger physical dimensions of the AMI meters.

1.3.4.1.3 Oracle

Oracle is the leader in the worldwide relational database management systems (RDBMS) software
market and holds more market share than its four closest competitors combined. The Oracle RDBMS is
an integral foundation for many of the SmartGrid demonstration system components to be
implemented.

1.3.4.1.4 Ruggedcom

Ruggedcom designs and manufactures rugged communications equipment for harsh environments such
as substations and other outdoor applications. KCP&L will use Ruggedcom network components to
implement half of the redundant SmartSubstation IP based protection network.

1.3.4.1.5 Schweitzer Engineering Laboratories (SEL)

SEL designs, manufactures, and supports a complete line of products and services for the protection,
monitoring, control, automation, and metering of electric power systems. KCP&L will replace existing
electromechanical relays with new SEL feeder relays in transforming the Midtown Substation to a next
generation SmartSubstation.

1.3.4.1.6 SISCO

The SISCO ICCP product is being used to integrate the Intergraph and Siemens products. The ICCP-
TASE.2 (IEC60870-6) is the internationally accepted standard for the exchange of real-time data in
energy utilities for control center integration.

1.3.4.1.7 Sunverge

Sunverge provided the premise energy storage systems, an intelligent distributed energy storage system
that captures solar power and delivers it when needed most. It combines batteries, power electronics,
and multiple energy inputs controlled by software running in the cloud.

1.3.4.1.8 Tropos
Tropos provides wireless communications networks for utilities to build and control the smart grid.
Tropos will provide the wireless, IP-based mesh network for distribution automation.
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1.4 DEMONSTRATION SYSTEMS & TECHNOLOGIES

The KCP&L SGDP will demonstrate the value of integrating smart grid technology, communications and
control systems to manage the distribution system in cooperation with distributed energy resources
within a utility’s service territory. In particular, the project team is targeting distributed, edge-of-grid,
resources using a comprehensive next generation smart grid infrastructure to integrate and manage the
distributed grid assets. Not only will the distributed energy resources be aggregated, visible, and
available to the energy traders and bulk grid operators, they will also be available to the DMS and
distribution operators as a tool to solve local congestion or power quality issues. Ultimately, individual
or circuit aggregated resources can be initiated automatically by the DCADA as one of its First Responder
functions.

1.4.1 Demonstration Systems Overview

The KCP&L SGDP focuses on the Company’s Midtown Substation and multiple distribution circuits
serving approximately 14,000 customers across 3.75 square miles with total demand of up to
approximately 69.5 MVA. The scope of work, illustrated in Figure 1-5, touches every functional area of
the electricity distribution network.

Figure 1-5: KCP&L Demonstration, a True End-to-End SmartGrid
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The SmartGrid pilot infrastructure includes a distribution grid control system that consists of five major
components as shown in Figure 1-6 below. The grid control infrastructure is a "stand-alone" system for
the SGDP, but it is used to control the grid as part of normal day-to-day operations within the SGDP
area.
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The pilot infrastructure components include:

Distribution Management System. This provides all the necessary systems and
applications for the KCP&L Control Center Operators to manage the distribution network
reliability, quality of supply, coordinate with substation controllers and field automation,
and enhance efficiency of the operations, crew, and maintenance staff.

Distributed Control and Data Acquisition. This DCADA includes the SmartSubstation
control functions and the automation of reclosers, switches, and capacitor banks to
support communication with Smart-Substation™ Controllers for automated feeder
reconfiguration.

Advanced Metering Infrastructure and Meter Data Management. This supports two-way
communication with electronic meters for consumer billing information, verification of
electrical service status, and remote service on-off capabilities.

Distributed Energy Resource Management. This provides balancing of renewable and
variable energy sources with controllable demand as it becomes integrated in the utility
grid, coordination with market systems, and provision of pricing signals to consumers.
Home and Vehicle Energy Management. This enables customers to make informed
consumption decisions and allows consumer managed resources to participate in
proactive utility grid management programs.

Figure 1-6: KCP&L Demonstration, T&D Control Systems Infrastructure
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As depicted in Figure 1-6, there are four (4) integration points with existing systems; GIS, CIS, OMS, and
EMS/SCADA.

e GIS — will continue to be the source of facility and network connectivity information.

e CIS — will continue to be the source of customer information and will continue to provide
billing functions for customers on existing rate structures.

e OMS - will continue to be the production system for analysis of customer outage
information for manual dispatch. The DMS will process outage calls for automated
restoration and demonstration purposes.
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e EMS/SCADA - will continue to have control authority over the distribution functions for
which it currently controls, primarily distribution feeder breakers. DMS will have control
authority over all new control functions.

This pilot infrastructure creates the next-generation grid monitoring and control platform that is being
used to manage the KCP&L Green Impact Zone SmartGrid Demonstration grid for project duration.

The DMS and DCADA provide the operational backbone of the system supporting significant levels of
automation on the feeders, complex and automated feeder reconfiguration decisions, and tightly
integrated supervision with the Control Centers. The DMS serves as the primary point of integration for
the grid facilities, electrical system load, and real-time substation and feeder information. It includes
Distribution Supervisory Control and Data Acquisition (D-SCADA), Distribution Network Analysis (DNA),
Outage Management (OMS) and integration with KCP&L’s existing Mobile Work Force Management
system, Geographic Information System (GIS), and other supporting systems.

The Smart-Substation™ controller establishes an intelligent substation IT infrastructure with the ability
to make feeder and substation reconfiguration decisions, control field equipment, verify operations,
track local grid capacity, and coordinate with the DMS. This “proactive” management of the distribution
grid is a necessary step in preparing for the integration of significant levels of renewable and variable
energy resources, controllable demand, and demand response. With the addition of distributed energy
resources, the DMS and Smart-Substation™ become essential to managing Volt/VAR conditions,
adaptively modifying protection equipment settings, and managing crew safety.

The AMI and MDM provide access, collection, and management of meter asset information and the
consumer metering information for billing, consumer awareness and consumer participation in demand
management and response programs or the market. They will be deployed to all customers in the KCP&L
Green Impact Zone SGDP area, including residential, commercial and industrial consumers. They will
collect the customers’ 15 minute interval consumption data required to support many of the SmartGrid
analyses to be performed and the experimental TOU rates and other EE/DR incentives to be evaluated.
Additionally, the MDM will manage the flow of events and other data flows between the legacy CIS and
OMS and the demonstration DMS/OMS and DERM systems and provide an avenue for integration with
selected HAN management systems.

The DERM system provides all the necessary functions to balance distributed energy resources with
available dispatchable (“controllable”) demand to make most efficient use of existing energy options
while optimizing economic value for consumers in the market. It aggregates distributed energy
resources and controllable load groups for dispatch and market participation with group and,
potentially, demographic leverage. It assesses balancing within a defined future time period (i.e. 5
minutes) and issues commands to participating resources to adjust their output and/or demand where
appropriate. Excess resources can be bid into the market. The system tracks aggregate and individual
resource commitments and settles accounts. It uses available load models and network conditions from
the DMS as constraints to ensure reliable network operation, request network control changes and
verify resource participation. It accepts requests from the DMS to suspend dispatch of energy resources
in areas where operational safety conditions are at risk. It will use consumption information from the
AMI and MDM systems to verify demand management/response participation. It will track, retain, and
report all information necessary to quantify resource and related economic participation.

All these systems assume an underlying standards-based infrastructure of communications, field
automation, and end-to-end cyber-security. The demonstration systems are fully integrated using the
standards defined by the NIST Smart Grid Interoperability Framework, where applicable, and interface
with existing production systems at KCP&L at clearly defined and controlled integration points to
maintain the security and integrity of KCP&L enterprise systems. As a whole, the program is verifying a
full range of NIST and other standard modeling and information exchange protocols necessary to
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implement a functional, cost-effective, secure intelligent grid. The project has helped define, validate,
and verify the necessary parameters and potential solution adjustments for KCP&L, and the industry, to
plan and implement a system wide roll-out of the successful smart grid technologies and processes.

Several fundamental aspects of next generation smart grid T&D Infrastructure are being demonstrated
and verified in this project, including:
e State-of-the-art multi-transformer, multi-bus distribution substation upgrade
e SmartSubstation with IEC61850 communication protocols over a secure IP Ethernet
substation LAN
e Highly-integrated, distributed hierarchal control solution between a centralized DERM
system, DMS/SCADA system, a distributed DCADA controller within the SmartSubstation,
and individual IED field controls
e Automated First Responder distributed decision making through intelligent substation
controllers and enabled feeder devices
e Dynamic equipment ratings based on field conditions
e Integrated supervision of automation and filtering of field information to improve
distribution operations situational awareness
e Integration of distributed and renewable energy resources and controllable demand
e Availability of customer demand response, price signals, and market participation
e Two-way accessibility of the customer meter, availability of current energy usage
information, and customer participation in energy programs
e A comprehensive SmartGrid communications infrastructure
e End-to-end cyber security provisions

The following subsections describe the various subprojects of the SGDP.

1.4.2 SmartMetering

The SmartMetering subproject deployed a state-of-the-art integrated AMI and MDM. AMI deployment
consisted of replacing all customer meters within the SGDP area (approximately 14,000 meters) with
communicating SmartMeters and installing an accompanying wireless two-way communication network
to enable real-time communications between the meters and the MDM. The MDM stores and manages
all meter data reported by the SmartMeters and is integrated with KCP&L’s other systems including the
CIS, DMS, OMS, and the DERM.

The SmartMeters lower operating costs, increase the frequency of meter reads, increase the accuracy of
meter reads, and facilitate utility-controlled demand response messaging. Customer satisfaction will be
improved through remote service connect/disconnect, on-demand meter reading, and increased
customer access to usage information. Furthermore, overall system reliability has been increased
through enhanced outage/restoration notification.

1.4.2.1 Advanced Metering Infrastructure

1.4.2.1.1 AMI Overview

The Landis+Gyr Gridstream SmartGrid communication system and SmartMeters provide the capability
for AMI and Home Area Networks (HAN) via a common two-way communication infrastructure. The
system supports the acquisition of load profile, time-of-use and demand meter data, and meter and site
diagnostic information from the electric meters that perform these measurements. Using meters
equipped with these capabilities, the system also supports “under-glass” remote physical disconnect
and HAN communication via the ZigBee-standard SEP. SmartMeters also support outage and restoration
reporting and real-time on-demand reads.
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1.4.2.1.2 AMI Characteristics
The AMI is composed of two main components: Command Center — the AMI Head-End System (AHE)
and the Gridstream Wireless Field Area Network (FAN). The AHE is the software and hardware that
allows the utility to interact with the AMI and integrate the AMI with other systems within the utility.
The FAN is the hardware (collectors, routers, and meters) that enables the utility to receive meter data
and send commands to meters.

1.4.2.1.2.1 Command Center — The AMI Head-End System

The AHE is the advanced metering software and hardware platform that enables data reporting and
system control between itself and the FAN. The scalable system enables KCP&L to remotely program
meters, manage remote connects/disconnects, analyze critical peak usage, view load control indices,
and perform other critical, day-to-day functional operations. The AHE simultaneously manages the
meter data collected from all SmartMeters within the SGDP area, validating each data element, and
integrates the data with the MDM. The AHE is compliant with the MultiSpeak, CIM, and IEC 61968
standards. The AHE utilizes Web Service APIs to interface with other systems and can deliver specific
scheduled data extracts to these systems.

1.4.2.1.2.2 Gridstream Wireless Field Area Network

The Landis+Gyr Gridstream wireless FAN provides full two-way wireless mesh communication and
functionality to electric meters, direct load control devices, advanced distribution automation (ADA)
devices and Home Area Network devices enabled with a ZigBee communication module.

Advanced metering and diagnostic information that electric meters provide can be communicated over
the network to the Command Center head-end operating system and displayed, reported and interfaced
to the MDM, CIS, OMS and other enterprise applications. Figure 1-7 shows a schematic of the
Gridstream System for AMI, ADA and Meter-to-HAN Gateway.

Figure 1-7: AMI RF Mesh FAN
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1.4.2.1.2.3 Smart Meters
Features of the SmartMeters within the AMI include:
e  Full Two-way Mesh Radio AMI Communications
e Variable Output Power
e  Auto-registration
e ANSI C12.19 Tables support
e Forward, Reverse, Net, Total Energy
e Voltage/Power Quality Information
e Downloadable Firmware
Advanced Metering: Demand/TOU/Load Profile

e 5/15/30/60-minute Interval Data Recording
e Data Storage

e Qutage and Restoration Notification

e Integrated Service Connect/Disconnect

e Load limiting

ZigBee Smart Energy Profile HAN Interface
e Reactive Energy & Power Factor (commercial meter only)

1.4.2.1.2.4 HAN Communications via the AMI

The AMI supports HAN applications via the ZigBee-standard Smart Energy Profile (SEP) using the
SmartMeter to manage the HAN. This allows KCP&L to communicate usage information, pricing
information, and text messages with ZigBee-compliant in-home devices, such as In-Home Displays,
Programmable Communicating Thermostats and HAN Gateways.

Figure 1-8: Communication Flow from the AHE to the HAN via the FAN
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1.4.2.2 Meter Data Management

The MDM provides access, collection, and management capabilities of the consumer metering
information for all customers in the KCP&L Green Impact Zone SGDP area, including residential,
commercial, and industrial consumers. It stores the customers’ 15-minute interval consumption data
and daily register read data which is then available to support SmartGrid data analytics and billing for
the TOU Billing Pilot Program rates launched in 2012. Other EE/DR incentives may be evaluated using
this data in the future. Additionally, the MDM manages the work flow of events and other requests
between the legacy CIS and AMI infrastructure for Remote Service Order handling as well as integration
between the AMI and the demonstration OMS for outage analysis. Future avenues for integration may
include the demonstration DMS/OMS systems, DERM system, and selected HAN management systems.
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1.4.2.2.1 MDM Overview

The eMeter EnergylP MDM provides the capability for receiving and storing meter interval and register
data from the AMI system. Services such as Validation, Estimation, and Editing (VEE) are provided as
part of the data storage process to ensure a high level of data completeness and data quality. The
EnergylP platform supports integration with CIS for data synchronization, remote service order
processing (i.e. Connects, Disconnects, and On-Demand Reads), and calculation of billing determinants
from interval data for use in TOU billing and other advanced billing programs. Additional integration is
provided with the AMI infrastructure to capture and manage meter events including outages and
restorations generated from the AMI which are then sent downstream to systems, such as the OMS, for
further processing.

Figure 1-9: MDM Integration Overview
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1.4.2.2.2 MDM Characteristics
This section describes the major characteristics of the MDM system which are being leveraged by KCP&L
as part of the SGDP.

1.4.2.2.2.1 AMI Data Store

The MDM’s AMI Management Database is the data store that maintains the complex relationships
among the meter, account, premise, service point, communications node, AMI infrastructure, and the
application services under the direction of the AMI Systems and Services Manager. The AMI
Management Database includes all the AMI systems and services management data, object
relationships, and histories. This database contains records for assets, premises, accounts, meters,
services, service requests, activities, activity outcomes, and more. This database tracks not only the
current status but also the historical relationships.

The EnergylP Data Synchronization Engine (DSE) will use the FlexSync process to manage the
synchronization of data maintained in the AMI Data Store data with the CIS, and other core utility
business systems. FlexSync provides incremental, transactional based approach to synchronizing data
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and ensures that any changes in data elements or relationships such as meter changes, rate changes,
move-in move outs, and other changes to customer premise or service delivery point information are
identified and reflected in EnergylP.

1.4.2.2.2.2 Meter Usage Data Repository

At the core of the MDM’s capabilities is the ability to store large amounts of meter-generated data. The
Metered Usage Data Repository (MUDR) is the data store that maintains the meter readings, register
reads, interval records, outage and restoration events, and event logs. The MUDR also maintains derived
or computed data.

For the KCP&L SGDP, this includes daily register reads and 15-minute interval reads for the 14,000 AMI
meters deployed to the SGDP area, or roughly 1.3M interval reads per day to go with 14,000 register
reads. Once in the MDM repository, the MDM can provide aggregations of data across various levels
including circuit, feeder, substation and transformer. It can also export this VEE'd data for use in
downstream systems such as the Data Mining and Analysis Tool (DMAT), Distributed Energy Resource
Manager, and Home Energy Management Platform.

The MDM also provides storage for all historical meter read data from the beginning of the SGDP AMI-
rollout in October 2010; full history will be retained for the duration of the SGDP for each meter. This is
a significant improvement over what would otherwise be available from the AHE or meters themselves.

1.4.2.2.2.3 Validation, Estimation, and Editing

The MDM delivers Validation, Estimation, and Editing (VEE) capabilities that provide estimations for
missing intervals, and ensure more reliable, accurate interval data posted to the Meter Usage Data
Repository. The Validation module performs validation according to user-configurable rules associated
with each data stream; these validations include checks for usage spikes, reverse rotation, etc. Where
possible, the Estimation module will follow a defined set of rules to extrapolate and interpolate interval
data as well as to estimate register read data when the data is not received from the AMI. There are
times when the Validator determines that the interval data needs manual verification and editing and/or
when the Estimator is unable to provide a valid estimate.

Figure 1-10: MDM Interval VEE Workflow
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For these instances, manual editing via a tabular or graphical view is available within the MDM. In all
cases, the MDM also tracks versioning of data when estimation and editing are taking place and
provides audit trails for data manipulations.

1.4.2.2.2.4 Usage Framing

The MDM can support multiple usage framing configurations based on a utility’s needs. This “framing”
sums up a customer’s interval data over a specified period of time into a total usage amount for that
period and stores it in the appropriate “bin”. For example, KCP&L’s Time-of-Use (TOU) Billing Pilot
Program has established a framing schedule that, on non-holiday weekdays, sums all 16 of a customer’s
15 minute interval values between 3PM-7PM to create a “peak” usage bin and the remaining 80 daily
interval values between 12AM-3PM and 7PM-12AM to provide an “Off-Peak” usage bin. For weekends
and holidays, all 96 daily intervals are added to the “Off-Peak” total. The schedule is further split into
summer vs. winter seasons — during the winter, all usage is added to the “Off-Peak” bin. As the MDM
can support multiple framing configurations, when KCP&L considers additional custom programs in the
future such as critical peak pricing, electric vehicle (EV) charging (aka super-off-peak pricing), or simply
different TOU schedules, these can all be set up in the MDM for framing into the appropriate usage bins.
Each of these framing programs can also be configured to be setup on specific subsets of customers
which further enables the utility to deliver advanced billing solutions to its customers.

Figure 1-11: Usage Framing for TOU
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1.4.2.2.2.5 Billing Determinant Calculator

The MDM Billing Determinant Calculator provides the flexibility to compute the billing determinant
values based on utility defined formulas. Formulas are built around logical and arithmetic operators, and
can contain other billing determinants, constants, and customer functions. In addition to traditional
billing, MDM billing determinant calculator can support various advanced billing programs such as TOU
billing, critical peak pricing, EV charging rates, etc. as desired by the utility.

The MDM provides a variety of methods to calculate and deliver billing determinant information to a
utility’s CIS system. This can be done in a batch format that matches bill cycles/billing routes and
delivers a customer’s total usage for the month or at various other more customizable levels. The billing
determinants can be delivered in both a “Push” method where the MDM produces and delivers a file on
a set schedule or in a “Pull” method where the CIS system makes the request for data to the MDM and
receives the necessary response back
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KCP&L is currently using a modified version of the Pull Billing process to support its TOU Billing Pilot
Program. The TOU rate schedule (summer/winter seasons and On-Peak/Off-Peak times) and rate
programs (1TOUA for standard customers and 1TOAA for all-electric customers) are set up in the MDM
to drive usage framing as noted above. This framed usage is then retrieved via an “off-cycle”,
“informational” request to the MDM Pull Billing interface. This type of request supports KCP&L's daily
retrieval of the On-Peak/Off-Peak bin values for TOU customers. These daily usage values are then
processed through KCP&L's SmartGrid middleware which converts them to virtual daily dial values for
each TOU bin. These values are then fed into the CIS system when needed for monthly bill cycle
processing.

1.4.2.2.2.6 Meter Event Management

In addition to meter readings and usage information, the MDM also is a repository for meter events
such as outages, restorations, alarms (i.e. tampering) and operational activities (i.e. demand resets).
MDM provides the capability to interface with the AMI to collect event messages generated directly by
the meter for outage, restoration, tamper and diagnostic issues. Service order based events are also
tracked and stored in the MDM system for activities including remote connects, remote disconnects and
on-demand reads. MDM has the ability to generate reporting on these events as well.

Figure 1-12: MDM Event Handling Overview
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With the exception of the outage/restoration events which are described in more detail below, KCP&L is
currently capturing and storing event messages in the MDM; future projects may build additional
interfaces and reports to utilize this information. Events being tracked in the MDM are listed in
Table 1-5.
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Table 1-5: MDM Events Tracked

Event Number Event Description

3.18.1.199 RAM Failure Detected event mapping

3.18.1.220 ROM Failure Detected event mapping

3.2.1.149 Meter Battery Low event mapping

3.21.1.173 Non-volatile Memory Failure Detected event mapping

3.21.1.213 Meter Reprogrammed event mapping

3.21.1.52 Fatal Error

3.21.1.79 Measurement Error Detected event mapping

3.21.1.81 Event Log Cleared event mapping

3.21.1.95 History Log Cleared event mapping

3.21.18.79 Self-Check Error Detected event mapping

3.21.7.79 Meter Configuration Error event mapping

3.33.1.219 Reverse Rotation Detected event mapping

3.33.1.257 Tamper Attempted Suspected event mapping

3.8.1.61 Meter Demand Reset Occurred event mapping
1.4.2.2.2.7 Outage Event Management

As noted above, the MDM receives outage and restoration events generated from the AMI system. The
EnergylP MDM has a number of additional functionalities that provide outage related information,
collectively referred to as the Outage Management Support Module (OMSM). The OMSM delivers

outage events received from the AMI system to the utility's OMS in an intelligent manner.

Once outage events are received by the MDM, configurable business rules can be applied to filter the
raw outage information prior to transmitting it along to the OMS system. These filtering rules include

Figure 1-13: MDM Outage/Restoration Event Handling
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managing the time stamps on events that may be transmitted multiple times to prevent the repetitive
messages from having to go downstream to the OMS as well as monitoring for de-bouncing scenarios
where the outage and restoration come into the MDM in a very short time span. The MDM also
provides a bellwether capability as well as critical infrastructure monitoring capability for designated
meters; neither of these functions are being used currently by KCP&L in the MDM. The MDM workflow
can also provide integration support for Power Status Verification requests made by the OMS system

and transmitted down to the AMI through the MDM.
The outage and restoration events configured in the KCP&L MDM are listed in Table 1-6.

Table 1-6: Outage Restoration Events

Event Number Event Description

3.26.9.185 Endpoint Power Outage

3.26.9.216 Endpoint Power Restore

3.26.17.185 Primary Power Down

3.26.17.216 Primary Power Restore
1.4.2.2.2.8 Remote Service Orders

The MDM provides the capability for integration with the CIS and AHE systems to provide workflow
management for various service orders, including remote connects, remote disconnects and on-demand
reads (ODR). As part of this integration, MDM receives a single order from the CIS and breaks it down
into the appropriate components —i.e. disconnect and ODR or reconnect and ODR — to be sent down to
the AHE in the appropriate order. As part of the workflow, the MDM will send the initial request (i.e.
ODR) to the AHE and then wait for the response prior to sending the second part of the service order
(i.e. disconnect) down to the AHE. Once the necessary responses for all messages in the workflow are
received from the AHE, the MDM then packages them into a single response that is then sent back to
the CIS for processing. In addition to supporting integration with the CIS for these order types, the MDM
also supports manual entry (if needed) of these service requests directly in the MDM.

Figure 1-14: MDM Remote Service Order Handling Overview
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1.4.3 SmartEnd-Use

The SmartEnd-Use subproject deployed a Home Energy Management Platform (HEMP) and Time-of-Use
(TOU) rate plan to increase customer adoption of consumption awareness and management techniques,
as well as expand KCP&L’s demand management capabilities. Together, the HEMP and TOU rate enable
customers to directly manage their energy consumption and associated costs. Furthermore, the HEMP
provides KCP&L with demand response assets that can be called on during peak demand times to help
increase distribution grid stability and decrease operating costs.

A smart grid contains advanced technology that enables enhanced, two-way communication between a
utility and its customers. The HEMP provides KCP&L a means to monitor customer involvement,
communicate billing and consumption information to customers, and manage demand response assets.
In turn, the HEMP provides customers with information to understand their energy consumption and
costs and tools to help manage both. The HEMP enables KCP&L to implement and evaluate several
technologies that facilitate both indirect and direct load control by providing customers with energy
education tools and in-premise Home Area Network (HAN) devices, thus empowering customers to
better manage energy consumption and costs. These tools also serve the added benefit of preparing
customers for dynamic pricing as well as a means for utilities to communicate pricing signals and billing
information.

Figure 1-15: Tendril™ Connect Platform Architecture
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The HEMP is a system that interfaces with other back office systems to exchange various data, including
energy consumption, billing plans, demand response events and information about various in-premise
HAN devices. The HEMP is composed of two main components: 1) a web-based portal that provides
KCP&L with access to manage customer accounts and devices and provides customers with access to
their historic energy usage information and tips for managing energy consumption, and 2) the ability to
manage the in-premise HAN devices, monitor real-time usage, and set preferences for responses to
demand response events and pricing programs. KCP&L uses the Administrative Portal to monitor and
manage Customer Portal accounts and HAN devices. The customer uses the Customer Portal to view
their energy consumption, billing plans, and demand response events and manage their in-premise HAN
devices.

1.4.3.1 Customer Web Portal

1.4.3.1.1 Customer Web Portal Overview

The Customer Web Portal is a full featured informational web portal that is designed to give customers
access to their detailed energy usage and help them better understand the impact of their electricity
usage on their bills. It also provides additional recommendations and information to encourage them to
make decisions that conserve energy, help the environment, and save money.

1.4.3.1.2 Customer Web Portal Characteristics

KCP&L’s Customer Web Portal, shown in Figure 1-16, is designed to show a customer how much and
when they use electricity each day and help them estimate their bill, including taxes and charges, before
they receive it.

Traditionally, electricity customers have used energy without knowing how much money they were
spending and when. Now, for example, on a hot summer day customers will be able to see exactly when
usage goes up. This information may influence customers to use electricity differently at those times and
receiving it in near real-time through in-premise HAN devices facilitates immediate action to manage
energy consumption and costs instead of waiting for a monthly bill to see this information.

Figure 1-16: Customer Web Portal
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The Customer Web Portal allows customers to:

e See energy usage information in easy-to-understand charts

e Estimate their current monthly bill

e Compare this month’s bill against last month’s bill

Evaluate hourly, daily, and monthly electricity usage amounts
Review yearly billing history

Compare their usage against other homes in their community
Receive messages from KCP&L about their usage

1.4.3.2 In-Home Display

1.4.3.2.1 IHD Overview

The In-Home Display (IHD) is a portable electronic device that provides real-time energy usage
information to customers directly from their meter to increase awareness of electricity usage and help
identify opportunities to reduce consumption and save money. The IHD receives information directly
from a customer SmartMeter and presents it to them in easy-to-understand screens.

1.4.3.2.2 |HD Characteristics

The IHD communicates with the SmartMeter wirelessly via an IEEE 802.15.4 network running the ZigBee
SEP 1.0 specification to receive real-time energy consumption data, pricing signals, text messages, and
estimated billing information. The IHD does not require an Internet connection.

The IHD, shown in Figure 1-17, provides customers with:

e Current electricity usage information

e Current electricity costs

e Important text messages from KCP&L

e Up-to-date current month usage and estimated billing information

The IHD allows a customer to set a price limit on how much electricity they want to use for the month. It
will then visually notify customers with green, yellow, and red backlighting indicating whether they are
meeting, nearing, or exceeding that limit. The IHD only receives and displays energy usage information
and does not directly affect customer energy consumption; it simply sends warning signals to influence
energy consumption in order to meet the customer-imposed limits, thus enabling customers to manage
their consumption and costs.

Figure 1-17: In-Home Display
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1.4.3.3 Stand-alone Programmable Communicating Thermostat

1.4.3.3.1 Stand-alone PCT QOverview

The Stand-alone Programmable Communicating Thermostat (PCT) is an electronic device that receives
information directly from a customer SmartMeter to allow customers to participate in utility-initiated
demand response events. The Stand-alone PCT provides customers a means to better manage their
heating and cooling consumption costs by enabling them to program a weekly heating/cooling schedule,
participate in demand response events, and receive real-time pricing signals and text messages from
KCP&L.

1.4.3.3.2 Stand-alone PCT Characteristics

The Stand-alone PCT communicates with the SmartMeter wirelessly via an IEEE 802.15.4 network
running the ZigBee SEP 1.0 specification to receive real-time pricing signals, demand response events,
and text messages. The Stand-alone PCT does not require an Internet connection.

The Stand-alone PCT, shown in Figure 1-18, provides customers with the ability to:

e Receive real-time pricing information

Receive demand response event information from KCP&L
Opt-in/out of demand response events at the thermostat
Program temperature set points for the thermostat

e Receive important text messages from KCP&L

Figure 1-18: Stand-alone PCT

The Stand-alone PCT allows customers to set schedules for their heating and cooling needs throughout
the week. Customers can set four different temperature set points for both heating and cooling
throughout each day of the week. This helps customers better manage their heating/cooling loads when
they are away from their homes. The Stand-alone PCT also includes different temperature modes, such
as “Hold” and “Vacation”, which offer customers more flexibility in managing their consumption.

Program participants will have their Stand-alone PCT enrolled in the SmartGrid demand response
program. When a demand response event occurs, customers are notified ahead of time with
information about the event start time and duration. By default, customers are opted into each event.
However, once customers receive the event, they can opt-out or back in at any time before the event
concludes. Customers can make this opt-in/out decision at the Stand-alone PCT. Event participation is
recorded for post-event evaluation and analytics.
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1.4.3.4 Home Area Network

1.4.3.4.1 HAN Overview

The HAN is a suite of electronic devices that receive information directly from a customer SmartMeter
to increase customer awareness of electricity usage and help identify opportunities to reduce
consumption and save money. The HAN provides customers a means to better manage their heating,
cooling, and simple load consumption costs by enabling them to program a weekly heating/cooling
schedule, program pricing schedules for each device, participate in demand response events, and
receive real-time pricing signals and text messages from KCP&L.

1.4.3.4.2 HAN Characteristics

The HAN communicates with the SmartMeter wirelessly via an IEEE 802.15.4 network running the
ZigBee SEP 1.0 specification to receive usage information, pricing signals, and text messages. Included in
the suite is a gateway device, a PCT and a pair of 120V Load Control Switches (LCS). An optional 240V
LCS may be included for customers with a larger controllable electric load, such as a water heater or
pool pump.

The HAN, shown in Figure 1-19, provides customers with the ability to:

e Receive real-time pricing information

e Receive demand response event information from KCP&L

Opt-in/out of demand response events at the thermostat and load control switches
Remotely monitor and control the devices via the Customer Web Portal

Program temperature set points for the thermostat

e  Program pricing rules for the load control switches

e Receive important text messages from KCP&L

Figure 1-19: Home Area Network Devices
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The gateway within the HAN establishes an IP connection with the Customer Web Portal via the
customer supplied internet connection, enabling customers to manage energy consumption in their
home using the functionality provided by the HEMP. The gateway device receives real-time usage
information directly from the customer SmartMeter. This usage information is passed to the Customer
Web Portal to be displayed to the customer. The gateway also transfers control commands from the
Customer Web Portal to the PCT and LCSs. This enables customers to remotely manage device schedules
and rules, control devices, and manage demand response event participation.

The PCT within the HAN allows customers to set schedules for their heating and cooling needs
throughout the week. Customers can set four different temperature set points for both heating and
cooling throughout each day of the week. This helps customers better manage their heating/cooling
loads when they are away from their homes. The PCT also includes different temperature modes, such
as “Hold” and “Vacation”, which offer customers more flexibility in managing their consumption.
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The LCSs within the HAN allow customers to set pricing rules for the simple loads attached to the LCSs.
This enables the device to respond and operate to changes in electricity rates automatically, thus giving
the customers added flexibility to help manage energy consumption and costs. The LCSs also report
individual device consumption data to the Customer Web Portal to be displayed to customers. This
feature enables customers to better understand the energy consumption and operating costs of
individual appliances within their homes.

Program participants will have their PCT and LCSs enrolled in the SmartGrid demand response program.
When a demand response event occurs, customers are notified ahead of time with information about
the event start time and duration. By default, customers are opted into each event. However, once
customers receive the event, they can opt-out or back in at any time before the event concludes.
Customers can make this opt-in/out decision at the PCT, the LCSs, or the Customer Web Portal. Event
participation is recorded for post-event evaluation and analytics.

In conjunction with new voluntary TOU rate options and the energy management capabilities that the
HAN provides, it is expected that the HAN users will reduce their overall kWh usage, shift load to off
peak times, and voluntarily allow HAN-connected devices to participate in demand response events.

1.4.3.5 Residential Time-of-Use Billing Pilot Program

In response to a request from the Missouri Public Service Committee (MPSC) and in conjunction with the
KCP&L SGDP that included AMI metering, KCP&L implemented a process by which KCP&L is able to bill a
new Missouri time-of-use (TOU) pilot tariff through the CIS system based on usage information collected
from AMI meters and stored in the MDM.

The initial pilot tariff went into effect on January 1, 2012 and consists of two daily periods in the summer
months: an On-Peak period and an Off-Peak period. Summer On-Peak periods occur over a defined
hourly range (a four hour period that will start and end on the hour from 3pm-7pm) on summer
weekdays and non-holidays. The summer season runs from May 16th to September 15th, inclusive. The
tariff expires at the end of the SGDP pilot on December 31, 2014.

Participating customers receive monthly bills that include usage information grouped into the three TOU
period categories of peak summer, Off-Peak summer, and winter usage. They are also able to view TOU
cues in the HEMP and IHDs, if they are participating in those programs.

Figure 1-20: KCP&L System Load Profile and TOU Rates
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1.4.3.5.1 TOU Overview

While designed to be revenue neutral for KCP&L average residential customers, the pilot TOU tariff
provides greater incentive for customers to shift load from peak periods to Off-Peak periods due to the
significant difference between peak and Off-Peak prices during summer months. Off-peak prices of
these tariffs represent a tangible opportunity for customers to shift load and save money on their
annual electricity expenses without reducing overall usage.

Successful peak load shifting benefits KCP&L by reducing burdens on inefficient generators and limiting
strain on various components of the distribution system resulting in more efficient and more economical
delivery of electricity to customers. This project will also provide key inputs to the overall DOE SGDP
analyses and reporting.

1.4.3.5.2 TOU Characteristics

Two pilot TOU tariffs offer one summer rate structure: peak period of 3-7pm. Peak periods for both
tariffs occur on summer weekdays, excluding holidays. Summer is defined as May 16" through
September 15", inclusive. During the summer season, a flat peak price is applied to all energy used
during defined peak hours and a flat Off-Peak price is applied to energy used at all other times. The
customer’s standard rate would apply to all energy used in the remainder of the year, considered the
winter season. Table 1-7 summarizes tariff details.

Table 1-7: Pilot TOU Tariff Details

Rate Codes

1TOUA — TOU Rate for Residential Standard Customers currently on 1RS1A rates
1TOAA — TOU Rate for Residential All-Electric Customers currently on 1RS6A rates

Peak Rates are charged from 3PM — 7PM Central on non-holiday weekdays (Monday-Friday) during Summer
Season; weekends (Saturday-Sunday) and holidays are billed at discounted Off-Peak rates

Summer Season: May 16th through September 15th (inclusive)
Winter Season: September 16th through May 15th (inclusive)
Holidays observed during Summer Season include Memorial Day, Independence Day and Labor Day

TOU Summer Peak Price: $0.3784/kWh
TOU Summer Off-Peak Price: $0.0631/kWh
TOU Winter Price: Declining Block; same as standard rates

Excluded Customers

Dual meter customers
Net metering customers
Customers w/ Current Transformer greater than 1.0

Business Rules

Customer can sign-up anytime during the year; however, the rates will not be affected until the first day of their
next billing cycle

Customer may exit the program anytime; however, they cannot join again during the remainder of the pilot
period, which ends on December 31, 2014

Other Considerations

Upon request, customers exiting the program will be refunded any TOU charges in excess of what their bill
would have been under the standard rates for the current and previous billing cycle.

Enrollment occurs at the start of a billing period and customers who elect to exit the program may have their
exit backdated to the start of the previous billing period
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1.4.4 SmartSubstation

The Midtown SmartSubstation implementation will consist of new microprocessor based protective
relays, a new substation protection and control network (SPN), Human Machine Interfaces (HMls),
substation data concentrators, substation controllers, and applications. The SmartSubstation will
operate KCP&L'’s substation with advanced functionality to provide more reliability, efficiency, and
security.

Upon completion of the SmartSubstation implementation, KCP&L will be able to demonstrate the
following functions:
e Peer-to-peer communication between IEDs via IEC 61850 GOOSE messages
e Controlling the tap changer of the transformers and the smart grid feeder breakers via IEC
61850 MMS messages
e Protection of substation devices, assets and feeders
e Redundant data collection concentration in the substation
e Redundant local HMI
e Cyber security through use of firewall rules and VLANs
e Physical security through electronic access control and NERC-compliant logging tools
e Redundant TCP/IP communication between substation and DMS SCADA system
e Smart applications in the substation that operate in closed-loop mode
e Volt/VAR management using tap changers and capacitor controllers
e Feeder overload management via Dynamic Voltage Control
e Fault management applications performed in conjunction with devices on the feeders (via
the substation controller)
e Automated switching procedures to isolate faults on the feeders and provide service
restoration
e Relay metering including calculations for real power, reactive power, apparent power, etc.

1.4.4.1 Substation Protection Network Upgrade

1.4.4.1.1 SPN Upgrade Overview

This project includes upgrades to protection and control equipment and the deployment of an Ethernet-
based substation control network utilizing the IEC 61850 network architecture. This effort requires the
Network Services, Substation Protection, and Relay System Protection departments of KCP&L to work
together to design, provision, and operate this joint network. The IEC 61850 network should be treated
like any other protection and control system, and should only be used for protection and control
purposes.

The existing electromechanical relays at Midtown Substation will be replaced with new microprocessor
relays (Intelligent Electronic Devices). These IEDs will have communication capabilities utilizing IEC
61850 in the protection and automation system. The IEC 61850 implementation will allow KCP&L to
minimize wiring in the substation and provide automation such as interlocks through this digital system.

1.4.4.1.2 SPN Upgrade Characteristics

Substation protection and control networks are deployed in harsh environments and transport critical
data. As such, the network and its components have demanding requirements. The network must have
high availability and low latency, providing fast, reliable communication between networked devices.
Networking equipment deployed in these networks must be environmentally hardened, as it may be
deployed in enclosures with limited climate control, requiring the equipment to operate across extreme
humidity and temperature ranges. Therefore, a reliable physical architecture for the network is needed
along with ruggedized, highly reliable network components.
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The IEC 61850 Midtown Substation control network configuration ¥ consists of redundant 1 Gbps
Ethernet backbones routed throughout the substation. These backbones will interconnect remote
primary and backup Ethernet switches installed in various switchgear enclosures to main Ethernet
switches located in the main control enclosure. Protective relays, equipped with redundant Ethernet
ports, will connect to the appropriate primary and backup remote switches using 100 Mbps Ethernet.

The Midtown Substation control network topology was chosen to achieve the following:

e Provide high-bandwidth, low-latency communications
e Minimize or eliminate single points of failure for cabling and equipment

e Minimize infrastructure costs

The Midtown Substation protection and control network architecture is shown in Figure 1-21.

Figure 1-21: Midtown Substation Protection and Control Network Architecture
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The IEC 61850 network was designed as a redundant Ethernet ring architecture. Ring architectures allow
for self-healing networks, increasing availability and reliability. The Ethernet switches comprising the
network are arranged in rings, providing redundant pathways between two points in the network via the
Ethernet backbone. This configuration protects against loss of communication between devices due to
failure of a communication link or loss of an intermediate switch. Loss of communication only occurs
when there is a failure in the edge switch to which one of the two communicating devices is connected.
To further increase reliability, redundant rings can be deployed. This allows devices with redundant
Ethernet interfaces to take advantage of a standby Ethernet network, reducing the probability of a loss
of station control due to failure of any single piece of network equipment. This redundant ring
configuration eliminates single points of failure for all Ethernet hardware when the communication
devices are configured in fail-over mode.

Aside from enhanced fault recovery, the additional redundancy can significantly ease maintenance of
the network, as any single network device can be completely removed from service without network
disruption or loss of station control. Direct connections should be made between primary and backup
switches in each control enclosure, providing a local link for traffic in the event any enclosure is isolated
from the rest of the network.

1.4.4.2 Distribution Data Concentrator

1.4.4.2.1 DDC Overview

The Siemens Integrated Control And Monitoring Power Automation System (SICAM PAS) acts as the
Distribution Data Concentrator (DDC) for the substation and field devices reporting to Midtown. The
DDC controls and registers the process data for all the devices in a substation. It is essentially a
communication gateway, so that only one data connection to a higher-level system control center is
required.

1.4.4.2.2 DDC Characteristics

The SICAM’s networking and IT capabilities, interoperable system structure, and integration with
existing systems are designed to simplify configuration and commissioning and help to increase the
efficiency of operations management. The SICAM is capable of polling for data collection, power
monitoring, control automation and system-wide visualization. The over-arching goals of the SICAM are
to increase the reliability and availability of KCP&L’s systems, leading to a stable power supply.

The SICAM PAS is capable of communicating via the following:

e |EC61850
e DNP3

e Modbus
e OPC

e Profibus
e TG8979

For KCP&L’s SGDP, the SICAM will utilize DNP3 to communicate with the field devices and IEC 61850 to
communicate with the substation devices. The 61850 communications in the substation will utilize the
manufacturing messaging specification (MMS). The devices will send the SICAM annunciators and
metering values. The SICAM will send the devices control messages. Rather than implementing a typical
SCADA poll, the devices will be configured to have unsolicited reporting enabled. When one point’s
instantaneous magnitude crosses a pre-defined deadband threshold, the device will send the SICAM the
magnitude of all the points in its 61850 report.
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During the pilot, serial communications will be maintained to each relay from the substation remote
terminal unit to support dual communications with the relays from the existing energy management
system (EMS).

1.4.4.3 Human Machine Interface

1.4.4.3.1 HMI Overview

The substation Human Machine Interface (HMI) provides a local view of all of the equipment located
inside the fence of the substation. The purpose of the HMI is to give substation personnel a tool for
viewing the current status of the equipment within the substation, as well as giving them the potential
to operate the smart grid devices from within the substation control house.

1.4.4.3.2 HMI Characteristics

For this project, the DMS only contains information for one substation, but for a system-wide DMS
implementation, the DMS would likely provide a higher level of information about devices at all of the
substations, and the Substation DCADA would just be a black box with no graphical user interface. Thus,
the HMI would provide this look inside the black box.

Unlike the DMS and the DCADA, the HMI does not contain any information about the field devices. The
HMI does, however, provide information about the substation network equipment, which is not
displayed in the DMS. Through the HMI, the user will be able to verify whether any substation issues are
related to network communications. Each substation device will be connected to a particular network
switch and mapped to a specific port. Although the user can’t modify any network configurations from
the HMI, he will be able to easily determine whether any problems exist on the network prior to
engaging the IT personnel at KCP&L.

1.4.4.4 Generic Object-Oriented Substation Event B3]

1.4.4.4.1 GOOSE Overview

As discussed above, for device to controller communications in the substation, 61850 MMS
communications will be used. For peer-to-peer communications, however, the substation IEDs will
utilize 61850 Generic Object-Oriented Substation Event (GOOSE) messaging.

1.4.4.4.2 GOOSE Characteristics
For the SGDP, KCP&L will be using GOOSE messaging to implement four functionalities described in the
following sections depicted in the GOOSE logic diagram, Figure 1-22.

1.4.4.4.2.1 Load Transfer

The load-transfer scheme restores service to customers by automatically closing the tie breaker upon
lockout of the transformer. The Midtown Substation design consists of two four-position buses fed from
a dual-wound distribution transformer. Tie buses are used for maintenance and emergency backup of
station operations when the transformer is removed from operation. The combined load of the two
buses can be above the two-hour power rating for the transformer on many of the buses. In the past, a
dedicated programmable logic controller (PLC) was used at these locations to calculate the optimal
feeder configuration to transfer to the tie bus before the tie breaker was closed. As part of the upgrade,
KCP&L wanted this logic to be moved into the relay logic, eliminating the need for the PLC and
additional wiring. This objective was achieved through the use of automation logic in a SEL-451 relay,
with the real-time event notification capabilities of IEC 61850 GOOSE messaging for inter-relay
communications. The feeder relays (SEL-751) were used to publish the individual feeder loads and the
total tie-bus transformer load (SEL-487) using IEC 61850 GOOSE messages. The main relay (SEL-451)

V1.0 04/30/2015 /"’—ﬁ Page 45
KCPsL

energizing life



KCP&L Green Impact Zone SmartGrid Demonstration Final Technical Report

subscribes to these analog values along with status messages for bus lockout, which triggers the
scheme. The main breaker relay continually computes and publishes the optimal feeder configuration to
transfer if a fault occurs, based on each feeder’s load and available capacity. When each feeder relay
sees the scheme-enabled GOOSE message sent, it opens if it is to be shed before the bus tie breaker is
closed. This scheme uses the two-hour overload power rating for the tie bus transformer, which gives
the distribution operator two hours to reconfigure distribution feeders, thereby relieving the overload
condition while continuing to provide service to customers on the affected bus.

1.4.4.4.2.2 Faster Overcurrent Tripping

Implementing a communications-based breaker failure scheme instead of relying on time overcurrent
values resulted in the faster overcurrent tripping of main and tie breakers upon feeder breaker failure.
When a feeder breaker trips, it sends a GOOSE message to the main and tie breakers indicating an
operation where a stuck breaker timer is initiated. If a follow-up breaker-open message is not received
within this time, the main and tie breakers trip, thereby clearing the fault. This faster overcurrent
tripping scheme and subsequent schemes reduce wear on equipment, decreasing the likelihood of
equipment failure and improving customer reliability.

1.4.4.4.2.3 Backup Overcurrent Tripping Scheme

Backup overcurrent protection in the bus differential relay provides redundancy to the logic, sensors
and wiring in the feeder relays, allowing them to trip a feeder with a reclosing function if the feeder
relay fails to detect or clear a fault. The bus differential relay uses its current circuit and sensor to
monitor the feeder, and it is programmed to send a GOOSE-based trip message to the feeder relay,
clearing the fault if the feeder relay has not already done so. This scheme and the previous scheme
could have been implemented using pre-IEC 61850 protection and control designs and techniques, but
they were not cost effective to implement. Using the common communications bus reduces the cost of
implementing these additional schemes to programming and testing. Once the schemes are initially
developed as part of this pilot, they can be used for future projects at a marginal cost.

1.4.4.4.2.4 Cross Triggering

Cross triggering of all devices for every distribution system event and at a specific time each day
provides the engineering department with detailed oscillography and event information. This
information explains how the protection and control functions performed under fault conditions.
Previously, event information was only available from fault recorders, which were not cost-effective for
distribution substations. KCP&L’s design leverages the power of relays for recording waveforms and IEC
61850 GOOSE messages to cross trigger devices, enabling station-wide awareness that had been
impossible in the past. Analyzing this information allows schemes and settings to be optimized,
providing customers with more reliable service.
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Figure 1-22: GOOSE Logic Diagram
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1.4.4.5 Substation Distributed Control and Data Acquisition System

1.4.4.5.1 DCADA Overview

The Substation Distributed Control and Data Acquisition is the brain of the substation. It receives device
status updates from the SICAM, and it determines how to respond to activity occurring on the
distribution system.

1.4.4.5.2 DCADA Characteristics

The DCADA can perform many of the same applications as the Distribution Management System, but it
does so in a closed loop method, and it can only control devices within its area of control. The DCADA
can control any devices within Midtown Substation or any field devices on Midtown feeders.

The Distribution Network Applications that can be performed by the DCADA include:

e Distribution System Power Flow

e Distribution System State Estimation
e Feeder Load Transfer

e Volt/VAR

e Fault Management

If the substation is running in closed loop mode, then the DCADA makes decisions and sends controls to
IEDs without the interaction of an operator. In this mode, the DCADA attempts to resolve any issues that
arise using its First Responder functionalities. If the DCADA isn’t able to solve the problem with its
available tools and applications, then the DCADA transfers control to the DMS, where the operator is
alerted of the issue and asked for input to solve the problem.
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1.4.5 SmartDistribution

The SmartDistribution subproject deployed a state-of-the-art Distribution Management System (DMS)
and Advanced Distribution Automation (ADA) network. The DMS for this project will only be used for
Midtown Substation, but for an enterprisewide deployment, this DMS would be Central Control for all of
the distributed intelligent substations and field networks. The DMS monitors and controls the state of
distribution network at all times, and serves as the primary point of integration for the facilities,
consumer, electrical system, load, distributed energy resource, and real-time substation and feeder
information. The DMS includes Distribution Supervisory Control and Data Acquisition (D-SCADA), an
Outage Management System (OMS), and a common graphical user interface for operations. It solves
reliability issues through its Distribution Network Analyses (DNA) applications.

Some of the key features of KCP&L’'s SGDP DMS include:

e Provides a single highly efficient user interface for all DMS functions

e Visually correlates and integrates large amounts of field information

e Supports management of outage restoration and mobile work crews

e  Utilizes available information from Distribution Automation (DA) and AMI sources

e Provides modeling and simulation of Distributed Energy Resources

e Provides modeling and simulation of intelligent field devices and the supporting
protection and control schemes

e Incorporates all available feeder and substation measurements and fault indicators

e Establishes a time-smoothed granular feeder load model for more accurate solutions

e Rapidly and accurately determines fault locations and automatically provides isolation and
restoration plan options

e Tracks system/feeder load reduction capacity on an on-going basis

e Supports various optimization objectives, including voltage, VAR, loss, and load capacity
management

e Establishes a generalized model-based integration platform for simplified integration with
other enterprise systems

For the SGDP, Siemens and Intergraph will provide a packaged solution that satisfies all the components
of a Distribution Management System. Siemens will be responsible for the D-SCADA and DNA pieces,
and Intergraph will provide the OMS and user interface.

The ADA network consists of a Tropos 2.4/5.8 MHz mesh network, capacitor banks, fault current
interrupters, and reclosers. The field devices will communicate back to the substation controller and the
DMS. The DNA applications will run in open or closed loop at the DMS, and in closed loop at the
substation. These applications will respond to any potential network overloads, and will automatically
reconfigure the network as needed.

Figure 1-23 shows the components of KCP&L’s SmartDistribution implementation.

1.4.5.1 Distribution Management System User Interface

1.4.5.1.1 DMS Ul Overview

The DMS user interface (Ul) will provide a single comprehensive user environment by which the grid
operators will interact with the all DMS components (D-SCADA, OMS, DNA, etc.) and SmartDistribution
Functions. The DMS Ul will provide a tight integration between DMS components to automate the grid
operator’s workflow as much as possible and enable efficient transition between major functions.
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Figure 1-23: SmartDistribution Components
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1.4.5.1.2 DMS Ul Characteristics
The DMS Ul component of the SGDP DMS is provided by Intergraph’s InService system and creates a
SmartDistribution operations command and control center that provides the following:

e A common user environment, consolidating multiple control room systems into one user
interface to improve situation awareness and reduce human error. The Ul allows DMS
component applications to be invoked and data/dialogs from these applications to be
displayed.

e The geospatial network map display features dynamic colorization and attribute-based
symbology that changes with the state of the device. The display can be filtered based on
network components or devices related to a particular event.

e From the base map, users will be able to view device statuses, operate switches, turn on
and off layers, and view configurable attributes of the facilities. The display can be filtered
based on network components or devices related to a particular event.

o The InService Ul will provide comprehensive dialog for SCADA Alarms, Crew Status,
Pending Jobs, and Work Dispatched.

e The InService system will construct the DMS geospatial electric network model from data
imported from the KCP&L GIS.
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1.4.5.2 Outage Management System

1.4.5.2.1 OMS Overview

The OMS component of the DMS is provided by Intergraph for the SGDP. This component provides the
ability to view the current connectivity of the distribution feeders and safely manage day-to-day and
emergency restoration work. The OMS provides the basis for all outage information and is uniquely
suited for KCP&L's needs, minimizing the integration costs with the existing GIS and Mobile Work Force
Management systems. The OMS is integrated at a product level with the Siemens DNA and D-SCADA
products to provide a complete solution with “best of breed” product functionality.

1.4.5.2.2 OMS Characteristics

Intergraph’s InService model is built upon KCP&L'’s existing GIS with links to KCP&L’s CIS. Intergraph’s
base OMS product is capable of analyzing outage notifications from CIS, integrated voice response (IVR),
and the automated metering infrastructure. Using a configurable rules engine, these “calls” are grouped
together to predict the correct protection device. Input from SCADA systems and manual input from an
operator or dispatcher supplement these predictions.

The major benefits of Intergraph’s OMS for KCP&L's implementation include:

e Increased network reliability by proactively monitoring the grid for potential problems
using distribution analytics and alarming for notification.

e Reduced time to restore power by using the trouble analysis engine to pinpoint the most
probable outage location

InService’s trouble analysis uses the GIS network connectivity model as the baseline configuration, and
then processes all transactions to maintain the real-time state of the distribution system. Trouble
analysis handles the meter notifications to predict the extent of an outage and the most likely point of
failure.

InService’s switching procedure management (SPM) works with Siemens’ DNA to handle emergency or
planned switching orders. SPM will allow KCP&L dispatchers to create, review, and execute switch plans
with multiple levels of approval.

1.4.5.3 Distribution Supervisory Control and Data Acquisition

1.4.5.3.1 D-SCADA Overview

The Distribution Supervisory Control and Data Acquisition system provides real-time device and
automation information to keep the operating model as close as possible to the real conditions in the
field. D-SCADA provides all real-time data services and control agent capabilities for the combined
Siemens/Intergraph DMS solution.

1.4.5.3.2 D-SCADA Characteristics

The D-SCADA component of the DMS is provided by Siemens for the SGDP. D-SCADA provides
interaction capabilities with automated and intelligent distribution system field devices. D-SCADA
includes the following:

e Data Acquisition — provides the interface to the system field devices, facilitates the
scanning of telemetered data periodically and by exception, transmits control commands,
and ensures data integrity

e Network Control Executive — handles switching commands from the OMS and manages
their execution
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e |ICCP Interface — provides the interface that connects D-SCADA to the OMS. It facilitates
real-time data transmission and reception, as well as required data point identifier
mapping and conversion

e Data Archiving Interface — directs scanned and derived system data to an independent
long term archiving system (Siemens HIS)

e Communications Management Display — enables the user to view and change the status of
the data acquisition equipment and also displays communications equipment errors and
allow the user to view and reset communication error counts

e Configuration Management Tool — monitors the status of key components of the D-SCADA
network servers, printers, network interfaces, true time devices, database domains, etc.; it
also allows the user to start and stop D-SCADA on individual servers

1.4.5.4 First Responder Functions

One of the main objectives of the SmartDistribution subproject is to implement a family of automatic,
distributed First Responder functionalities. These functionalities are provided by Siemens’ Distribution
Network Analyses (DNA), and they will be performed centrally by the DMS and locally by the DCADA
system in the Midtown Substation. These applications, running on redundant systems, are
enhancements to the basic substation automation system. The applications are configurable to their
deployment location and the utility’s needs.

1.4.5.4.1 First Responder Function Overview

As part of the project, KCP&L will implement distribution First Responder applications that greatly
improve the control of the distribution network, increase supply quality and reliability, ensure optimal
use of network equipment, and minimize losses and detection and elimination of overloads at particular
points in time.

The First Responder functions are provided through Siemens’ DNA. The DNA provides tools to simplify
and improve the analysis of situations, providing more reliable network status information and
supporting the network operation for both unplanned situations and planned activities. DNA uses the
CIM-based logical and topological data model of the distribution network of the real-time database. This
data model will be synchronized between the central DMS SCADA system and the substation DCADA
system.

For this project, Distribution Network Analyses are composed of the following capabilities:

e Distribution System Power Flow

e Distribution System State Estimator
e Feeder Load Transfer

e Volt/VAR Control

e Fault Management

1.4.5.4.2 First Responder Function Characteristics

Each DMS and substation controller vendor has its own set of distribution applications, but for this
project, KCP&L is utilizing Siemens’ Distribution Network Analyses. The DNA provides equipment loading
and complex voltage calculations to help the operators understand the voltage and loading of the
distribution feeders and individual equipment at any point in time. It also provides a variety of Fault
Management and Operations Optimization tools to offload the operations staff and improve efficiency.
The DNA applications that are being configured for the SGDP are detailed below.
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1.4.5.4.2.1 Distribution System Power Flow

Distribution System Power Flow (DSPF) calculates voltage magnitude and phase angle for all electrical
nodes, active and reactive powers for slack nodes, and reactive power and voltage angles for nodes with
PQ/PV generators. It calculates network status (voltage magnitudes and phase angles, line flows, and
network losses) under different load conditions and configurations to detect any potential limit
violations. The results of DSPF are used for further operational analysis and optimization processes.
DSPF is capable of handling both symmetrical balanced and unsymmetrical unbalanced distribution
systems. In the real-time context the DSPF can be executed based on a periodic, manual or event
triggered conditions.

In DCADA substation operation, the DSPF combines the results of the Distribution System State
Estimator and calculates the load flows and voltage conditions during the solution search. It operates in
a closed loop mode in the substation.

1.4.5.4.2.2 Distribution System State Estimator

Distribution System State Estimator (DSSE) provides a complete network solution for real-time network
conditions for real-time monitoring and further analysis of the network. This solution is based on real-
time measured values, scheduled loads, and generations. It provides the statistical estimates of the
most probable active and reactive power values of the loads using existing measured values, switching
device statuses and initial information on active and reactive customer loads. DSSE results are used to
monitor the real-time network operating state. In the real-time mode the DSSE can be executed
periodically, manually or triggered by an event.

DSSE application provides the real time status of the electric node voltage vectors as a basis for power
flow calculations and the starting point for other subsequent analysis functions (Volt/VAR Control (VVC),
Feeder Load Transfer (FLT), and Fault Detection, Isolation and Restoration (FDIR)). DSSE is a closed loop
function processing initial load values and minimizing the differences between the measured and
calculated values. Upon obtaining the voltage vector solutions, it calculates the flows of active and
reactive power on all lines as well as power losses.

1.4.5.4.2.3 Feeder Load Transfer

Feeder Load Transfer (FLT) determines the optimal radial distribution network configuration to mitigate
or remove feeder overloads. It removes the feeder overloads by transferring load from overloaded
feeders to the feeders with spare capacity. FLT determines switching plans that ensure continuous
supply of power to the consumers, and voltage and current levels within technical limits. FLT can be
triggered manually to transfer the load from one feeder to another or it can be triggered by DSSE.

FLT can be executed in closed loop, open loop or study mode in the DMS Control Center level and in
closed loop mode in the substation level. The result of closed loop execution in both DMS and DCADA
level is a set of the switching steps that will be performed on remotely controlled “normally open
switches” as well as closed switches. The result of executing FLT in open loop mode in DMS level is a list
of suggested switch operations that includes both remotely as well as manually controlled switching
devices. The solutions presented by FLT will be verified by the DSPF to assure there are no remaining
overloads or voltage violations. In the latter case, the FLT will trigger VVC functionality to try to find an
optimal solution. In case a solution is not found or any of the switching steps is unsuccessful, a warning
will be sent to the dispatcher in the DMS Control Center and the DCADA application part of functions
will be disabled.

V1.0 04/30/2015 /"’—ﬁ Page 52
KCPsL

energizing life



KCP&L Green Impact Zone SmartGrid Demonstration Final Technical Report

1.4.5.4.2.4 Volt/VAR Control

A Volt/VAR Control (VVC) function deals with the complexity of the voltage and reactive power control
in a modern distribution system. The primary objective of VVC is to satisfy voltage and loading
constraints. It is able to work with both balanced and unbalanced distribution systems. It supports the
control of transformer on-load tap positions (LTC, voltage controllers) and switchable shunt reactive
devices (typically capacitors) to meet the objectives. VVC can be executed to satisfy any of the following
4 objective functions:

e Minimize the sum of power losses

e Minimize the power demand

e Maximize the substation transformer reactive power

e Maximize the difference between energy sales and energy prime cost

1.4.5.4.2.5 Fault Management

Fault Management is a set of DNA applications used for locating distribution network faults and
providing fault (or planned outage) isolation and service restoration. Fault Management can be
executed in real-time or study context. Fault Management is capable of localizing the faulty area as
closely as possible, based on available real-time data from SCADA. The Fault Management set of
applications includes Fault Location, Fault Isolation and Service Restoration, Fault lIsolation and
Immediate Restoration, and Fault Detection and Immediate Restoration.

Fault Location (FLOC) determines the locations of permanent faults through the telemetered
information protection devices and fault indicators as well as manually updated information. FLOC is
triggered by change in the switch status. It can be operated in open and closed loop mode. Fault
Location can be configured to handle either outage and/or non-outage faults. If different faults
(independent from each other) trigger different fault detectors, FLOC detects and processes multiple
faults in parallel.

Fault Isolation and Service Restoration (FISR) can be used for section isolation due to maintenance work
or fault in the system. The isolation function determines a set of switching operations to isolate an area
of the network. It can be initiated by the location of the faulty segment or area, or by manual selection
for planned outage. Service restoration provides a possible choice of switching procedures to restore
service. FISR can be executed in open loop or closed loop mode. In open loop mode, FISR presents the
advisory solutions to the dispatcher and the dispatcher will make a final decision to execute the optimal
solution. In closed loop mode, FISR executes the solution calculated. Only if the control step is not
successful or not executable, further steps are stopped and a dispatcher is informed.

Fault Isolation and Immediate Restoration is performed to isolate equipment from the rest of the
network and immediately restore unaffected and non-faulty de-energized equipment. In addition to
switching operations required to isolate the specified equipment, additional switching operations
required to energize (from alternate sources) equipment that is de-energized but not outaged are
determined. If the selected equipment is energized, fault isolation and immediate restoration can be
configured to generate restoration steps before isolation steps.

Fault Detection and Immediate Restoration (FDIR) is a combination of the FLOC and FISR features to
locate the fault and isolate the faulted area and immediately restore power to unfaulted but out-of-
service customers. FDIR is triggered by FLOC function. FDIR can be executed only in closed loop mode at
both substation and DMS Control Center levels. It will select the most feasible isolation and restoration
procedure and execute it by sending a control command to the field. This assures minimal outage time.
In the event that it cannot find a local solution within its means, it will notify the dispatcher for higher
level analysis and supervision.
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1.4.5.5 Data Historian

1.4.5.5.1 HIS Overview
The Historical Information System (HIS) provides a reliable archive for storing historical data from
PowerCC. It can also be used for doing data and event analyses.

1.4.5.5.2 HIS Characteristics

Siemens HIS is designed to store large quantities of real-time data from PowerCC. It archives this data
securely, even during periods of system failures and huge data volumes. The storage can be stored
periodically or non-periodically. The components of the HIS are shown in Figure 1-24 below.

For KCP&L’s implementation, the HIS will collect and store analogs, digitals, accumulators, messages,
and tap positions. The data is obtained from Siemens PowerCC, and it will be collected both periodically
and spontaneously.

The HIS contains a graphical user interface for viewing the data. With this GUI, users can view raw data
collected over a specified time range. They can also filter the data by a certain point or a specific event,
and they can view a sequence of events for a set of data points over a specified time range.

The HIS web-based user interface follows the look and feel of PowerCC, and it allows the user to view
the historical data in multiple formats. The tabular displays and charts can be defined by time range, and
the user can filter and sort in a variety of ways to quickly focus on the data point of interest. The data
can be printed straight from the HIS or exported to MS Word, MS Excel, CSV, or XML files.

Figure 1-24: HIS Components
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The HIS has a calculation engine that can combine values from different data points, and it can perform
two types of calculations:

e On-the-fly calculations (executed on-the-fly after they have been started in the Ul)

e Persistent calculations (defined based on persistent aggregations)

V1.0 04/30/2015 Page 54

KCPsL’

energizing life



KCP&L Green Impact Zone SmartGrid Demonstration Final Technical Report

1.4.5.6 Advanced Distribution Automation Field Area Network

The Advanced Distribution Automation (ADA) Field Area Network (FAN) exists to provide monitoring and
control capabilities to devices outside of the substation. These devices communicate with both the
substation controller and the distribution management system. The substation controller uses the field
device information to perform First Responder functionalities in closed-loop mode, and the DMS uses
the field device information to perform First Responder functionalities in either open or closed loop. The
distribution operator will have access to all of the information about these field devices to assist in
planning decisions and resolve network issues.

1.4.5.6.1 ADA FAN Overview

Originally, KCP&L planned to use the AMI network for both metering and distribution automation
purposes. This would have reduced equipment, installation, and network management requirements.
One of KCP&L’s main project goals, however, was to utilize NIST’s emerging standards for the smart grid
and test out the interoperability between system vendors. For ADA, this meant using Internet Protocol
(IP) to communicate to the field devices on the feeders. As a result, KCP&L opted to implement a
separate field network for DA.

1.4.5.6.2 ADA FAN Characteristics
The KCP&L Advanced Distribution Automation network will consist of a number of field devices that
communicate to the substation controller and to the DMS via an RF mesh network.

1.4.5.6.2.1 Tropos Network

Tropos’ GridCom® wireless IP mesh network will extend the KCP&L SmartGrid IP network to reclosers,
capacitors and fault indicators in the field, providing direct monitoring and control communications with
substation-based distribution automation controllers and the centralized distribution management
system. It will help KCP&L optimize energy delivery through active Volt/VAR optimization and feeder
load transfers.

The Tropos GridCom® network also paves the way for enhancing power reliability by centrally
monitoring fault indicators and automatically configuring around faults, reducing the impact and
duration of outages, which is a cause of increasing concern for customers. The network provides the
high-capacity, low-latency and security required to support the applications KCP&L plans to deploy to
implement their advanced distribution automation vision for the SGDP.

The Tropos GridCom® network provides high resiliency with multiple redundant communications
pathways to ensure that there is no single point of failure. It leverages the 2.4 GHz and 5.8 GHz
frequency bands simultaneously and dynamically manages airtime, helping to avoid localized
interference on any one frequency band. Dynamic channel selection, adaptive noise immunity and other
advanced RF resource management techniques provide added resiliency.

GridCom® is based on a fully distributed architecture. It does not rely on a centralized controller for its
operation, removing potential single-points-of-failure and eliminating unnecessary network traffic.
GridCom'’s distributed intelligence performs functions such as network optimization, path selection and
routing, and enforcing security and QoS policies.

GridCom® supports centralized management using Tropos Control, a comprehensive and scalable
network management system. Tropos Control supports network implementation and optimization plus
ongoing management of Key Performance Indicators. Although the network itself operates
independently of Tropos Control, Tropos Control is used for alarm management, configuration,
provisioning, and performance management.
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1.4.5.6.2.2 Automated Field Devices

KCP&L is utilizing a combination of existing and new devices for this distribution automation
deployment. The following devices are planned for installation in the SGDP area:

e Capacitor bank controllers - KCP&L already has a number of capacitor banks installed in
the SGDP area, so these will be used on the new Tropos network. The old controllers will
be replaced with new S&C IntelliCAP PLUS controllers, and a Tropos 1310 router will be
connected to the controller. The capacitor bank controllers will communicate with the
Tropos router via serial DNP3. Although KCP&L wanted IP communications to all of the
controllers, this was not an option from most capacitor bank controller manufacturers. As
a result, the communications from the SICAM to the router will be IP based, but the
communications from the router to the controller itself will be serial. The capacitor banks
used for this project are a combination of standard and VAR controls.

e Fault current indicators — KCP&L will be installing Horstmann Fault Current Indicators
(FCls) for the SGDP. Each FCl receiver can communicate with up to twelve FCls, or four
sets of three devices (one device per phase). The quantity of FCls associated with a
particular receiver is based on the number of devices desired in a certain geographic area
— the range of the receivers is the limiting factor. KCP&L will only be able to get
information from these devices; FCls are not capable of responding to any controls.

e Recloser controllers - KCP&L plans to use two different types of reclosers for this
distribution automation implementation — the G&W Viper-ST solid dielectric and the
Siemens SDR 3212 vacuum reclosers. The recloser controllers are SEL 651R. All of the
reclosers and their associated controls are new for this project. The reclosers are being
used for three different purposes:

— lIsolation switch — used where the feeder transitions from underground to overhead

— Mid-circuit recloser — used to segment the feeder into multiple pieces to limit the
affected customers in the event of a fault

— Tie recloser — used to feed a portion or all of a circuit from an adjacent circuit
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1.4.6 SmartGeneration
KCP&L will implement a Distributed Energy Resource Management (DERM) system and make use of a
variety of distributed energy resources in the project area, including:

e Grid-scale energy storage
e Distributed renewable generation
e Direct load control demand response programs

Working in concert with other SmartGrid technologies, the DERM and these resources will serve to
demonstrate a “virtual power plant” which can dynamically respond to changing system conditions. The
net effect of this virtual power plant is to defer the need to build additional fossil-fuel generating
resources as well as helping to defer distribution and transmission system upgrades. Benefits of such
deferrals flow through to customers in the form of lower costs, increased reliability and reduced
environmental impact.

1.4.6.1 Distributed Energy Resources Management

The DERM system stores and manages all information pertaining to DR and DER programs and assets.
The DERM must integrate with a number of other KCP&L systems, including the CIS, MDM, and DMS. In
addition to interfacing with these back office systems, the DERM will communicate with various “control
authorities” that oversee particular types of resources.

For this project, the DERM will be used to respond to overload conditions for system reliability purposes.
The DERM will help to prevent overloads from occurring, and it will shorten the duration of outages that
do occur. The DERM is also capable of being used for economic purposes, but this will not be the focus
during the SGDP.

1.4.6.1.1 DERM Overview

For the SGDP, KCP&L will be implementing a DERM system from Open Access Technology International,
Inc. (OATI). Their product, called the webSmartEnergy Distributed Energy Management Solution
provides full visibility into demand side capabilities, the ability to leverage those capabilities for
operational and economic efficiencies, and the ability to aggregate and use those capabilities in support
of wholesale market operations. A diagram of the webSmartEnergy Distributed Energy Management
Solution appears in Figure 1-25.

1.4.6.1.2 DERM Characteristics

The DERM system provides the bridge between advanced metering, DR/DER, variable generation,
distribution grid, transmission grid, and wholesale markets. In addition to a full complement of
conventional Demand Response capability, the DERM provides the capabilities needed to optimally
manage distributed energy resources for the support of distribution system load relief, and for the
transmission and market operations, (e.g., providing ancillary services and balancing energy to support
variable generation). By mapping DR/DER to distribution grid locations, and tracking circuit, feeder, and
equipment conditions, the DERM provides a unique combination of capabilities for integrated smart grid
operation while considering limitations imposed by transmission and distribution grids.

For the SGDP, the DERM will be called upon when the DMS needs assistance with a current or projected
future overload. The DMS will try to solve the issue using its own resources first, through feeder load
transfer or conservation voltage reduction. If these methods do not completely address the overload,
then the DMS will call upon the DERM for demand response.
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Figure 1-25: Distributed Energy Management Solution Functional Overview
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The DERM will store and manage all the information about the various demand response programs and
assets for the SGDP. It will keep track of tariff limitations (for example, KCP&L might only be able to call
upon a particular program four times in one month) and any costs associated with calling on each
program. It will suggest DR options that address the overloaded feeders and it will prioritize based on
these limitations and associated costs.

Once the operator selects the DR to apply to the situation (either using the DERM’s recommendation or
selecting other options), the DERM schedules the DR event. The DERM won’t communicate directly to
the end devices participating in the event, however. Instead, the DERM sends DR messages to the
“control authorities.” For the SGDP, the DERM will dispatch DR events to the following control
authorities:

e HEMP for residential DR
e VCMS for EV charging stations
e DMS for grid-connected assets, such as the 1MW battery

These control authorities will then send the appropriate DR messages down to the end devices to direct
their participation in the scheduled event. These DR interfaces and events are described in additional
detail in Section 2.2.5.2, Demand Response Load Curtailment.
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1.4.6.2 DR Load Curtailment Programs

1.4.6.2.1 DR Load Curtailment Program Overview

As part of the SGDP, KCP&L will deploy direct load control devices to customers and businesses within
the project area and integrate them with back office applications to manage and execute market-driven
or reliability-driven demand response events. Direct load control devices will include:

e Residential stand-alone PCTs
e Residential HAN based PCTs
e Residential HAN based LCSs

All demand response resources will be engaged through two-way communication between the
customer premise and the back office DERM webSmartEnergy application. The DR devices may be
aggregated and operated based on grid connectivity (small- or wide-scale) as needed to provide desired
locational load relief. The project will assess these DR resources’ capabilities for providing emergency
“fast DR” and planned DR for day-ahead and hour-ahead grid study case scenarios.

In addition to these residential devices, KCP&L will also utilize the Vehicle Charge Management System
for demand response contributions from the ten charge stations associated with the SGDP. Lastly, the
DERM will be able to utilize the grid-connected battery for DR load curtailment.

1.4.6.2.2 DR Load Curtailment Characteristics
Figure 1-26 shows the various systems that the DERM can call upon, along with the message types used
for each of the associated interfaces.

Figure 1-26: Demand Response Load Curtailment Architecture
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1.4.6.2.2.1 Residential Stand-alone Programmable Communicating Thermostat

The Stand-alone PCT is an electronic device that receives information directly from a customer
SmartMeter wirelessly via an IEEE 802.15.4 network running the ZigBee SEP 1.0 specification to receive
demand response events, pricing signals, and text messages.

Similar to an existing enterprisewide program called Energy Optimizer, KCP&L will deploy advanced PCTs
to customers in the project zone with SmartMeters in the SGDP area. These ZigBee-based PCTs will be
paired with customers’ SmartMeters to enable utility-controlled demand response events. Events will be
initiated by the DERM and event messages will be delivered to the devices by the AMI network (via the
SmartMeter).

When a demand response event occurs, customers are notified ahead of time with information about
event start time and duration. By default, customers are opted into each event. However, once
customers receive the event, they can opt-out or back in at any time before the event concludes. Event
participation is recorded for post-event evaluation and analytics.

1.4.6.2.2.2 Residential HAN DR

Similar to the stand-alone PCT, KCP&L will deploy HAN PCTs and LCSs as a part of a larger HAN package
that includes a HAN gateway, PCT, and two 120 volt control switches. The PCT is identical to the stand-
alone PCT. However, the HAN gateway facilitates two-way communications with utility back office
systems over broadband internet connection rather than the AMI network.

1.4.6.2.2.3 Battery Energy Storage System

The Battery Energy Storage System (BESS) will be used for a number of stand-alone applications during
the SGDP, but it will also be used as a resource for demand response purposes. During peak periods of
energy use, KCP&L can call on the battery via the DERM and discharge the battery for grid relief.

1.4.6.2.2.4 Vehicle Charge Management System

The VCMS is the control system for the ten Electric Vehicle Charge Stations (EVCS) that will be deployed
within the SGDP area. These stations will be integrated with the DERM and available for use during
demand response events. Although they will only provide DR relief if vehicles were using the stations
during the time of the event, this interface will still provide a valuable test field.

1.4.6.3 Battery Energy Storage System

1.4.6.3.1 BESS Overview

One SmartGeneration component of the SGDP is the evaluation of a 1.0 MW/1.0 MWh Exergonix lithium
polymer battery energy storage system. This system will be interconnected to the head of a single urban
circuit just downstream of the substation bus. It will be integrated with demonstration control systems
and will be exercised to demonstrate its capability to offer direct grid support via the following
applications:

e Energy time shifting

e Net circuit load peak shaving
e Volt/VAR support

e  Circuit Islanding

In addition to demonstrating these applications, KCP&L aims to appraise the battery system’s technical
performance with regards to roundtrip AC efficiency.
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1.4.6.3.2 BESS Characteristics

KCP&L partnered with Exergonix (www.exergonix.com) to provide and install the BESS. The Exergonix
BESS consists of over 5,000 Kokam Superior Lithium Polymer Battery (SLPB) pouch cells that are
coordinated by a unique battery management system. The battery system is driven by a PureWave
Storage Management System (SMS) from S&C Electric (this may also be referred to as the Power
Conditioning System (PCS)).

1.4.6.3.2.1 Battery Technology

The patented SLPB technology is proven, is already in production in the U.S., and is being used in
numerous applications around the world. The SLPB cell design increases energy density to as high as 200
Wh/Kg in high energy cell configurations and power densities as high as 2400 W/Kg can be achieved
with minimum optimization on a high power cell design. The Kokam SLPB meets all performance
standards of the U.S. Advanced Battery Consortium (USABC). The SLPB cells are expected to provide
extended run time, 10+ years of operational life (up to 10,000 cycles), reduced need for complex cooling
systems, and safe operation over a wide range of temperatures.

Figure 1-27: Grid-Connected Battery
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1.4.6.3.2.2 Power Conditioning System

The S&C Electric PureWave SMS manages charge and discharge of the battery subsystem and converts
AC grid power to DC battery power. It consists of a control system and a four quadrant bi-directional
inverter, rated at £1.0 MW/1.25 MVA. The SMS converts nominal battery voltages (460 Vpc — 800 Vp()
into 3-phase 60 Hz, 480 V., +10%. It can operate at temperatures between -40°C and +40°C and
altitudes up to 1,000 meters without de-rating. It is connected to a 480 V¢ transformer via a wye-delta
configuration to step-up voltage to a 13.2-kV MV distribution circuit. This PureWave SMS is specially
equipped with remote control protocols for islanding purposes, a feature that is not included in the
standard commercial product offering. The 800 V DC-to-DC converter can step down voltage and utilize
a UPS to provide 30-minutes of backup auxiliary power to all internal controls needed during islanding
events. At the conclusion of islanding events, the SMS can sync the battery with a recloser to automate
seamless grid reconnect.
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1.4.6.4 Distributed Renewable Generation: Solar Photovoltaic

1.4.6.4.1 Solar PV Overview
KCP&L will install approximately 180 kW of diverse solar photovoltaic (PV) systems on both residential
and commercial properties throughout the pilot project area.

The implementation of these PV systems within the pilot project area will enable KCP&L to assess:
The impacts of intermittent distributed generation on circuit voltage and power quality
Monitoring of renewable generation and tracking against RPS requirements

Building a database of PV type/installation generation performance in the KC metro area
The potential for reverse power flows due to distributed generation

The feasibility of aggregating, managing and potentially dispatching a high penetration of
utility owned distributed PV systems and capacity

e The feasibility of owning and operating numerous distributed generation on the system

1.4.6.4.2 Solar PV Characteristics

The PV systems, with the exception of those installed on utility property, will be established through a
lease agreement in which KCP&L will lease rooftop space but will own and maintain the PV system for a
multi-year contract period.

Each system will be designed and specified independently based on available southern facing roof space.
A variety of PV technologies and installation methods will be sought. Each system will be directly grid
connected and metered independently for tracking purposes.

Figure 1-28: Paseo High School Rooftop Solar PV System
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1.4.6.5 Vehicle Charge Management System

1.4.6.5.1 VCMS Overview

The VCMS is deploying an integrated network of electric vehicle charging stations for the SGDP. A total
of ten Electric Vehicle Charging Stations (EVCSs) will be deployed within the SGDP area. The VCMS and
EVCSs will provide customers the convenience of public charging, while also providing KCP&L with
further demand response resources and capabilities. The VCMS will be integrated with the DERM and
will serve as the “control authority” for each EVCS during demand response events.

1.4.6.5.2 VCMS Characteristics

The VCMS and EVCSs for the SGDP are being supplied by LilyPad EV, a Kansas City-based licensed
ChargePoint supplier. Each EVCS consists of a dual port, level 2 (240V) Coulomb CT2021 Charging Station
with SAE J1772 standard connectors (Figure 1-29). Each EVCS is equipped with a cellular modem
enabling two-way communications with the ChargePoint web platform. This will allow customers to
locate and reserve individual EVCS using web mapping applications. Also, KCP&L will be able to monitor
and manage each EVCS via the ChargePoint web platform.

Figure 1-29: Coulomb CT2021 Charging Station

Station summaries, including usage and inventory reports, reservation schedules, and audit reports, will
be readily available through the platform. KCP&L will also be able to manage access control, station
provisioning, station alarms, and peak load configurations.

As part of the SGDP interoperability efforts, KCP&L is implementing demand response integration
between the VCMS and the DERM using APIs developed by ChargePoint. To help meet the SGDP cyber
security goals, HTTPS and SSL protocols will be utilized for all API transactions between the VCMS and
DERM. These APIs support the project goals of implementing cutting-edge industry interoperability
standards. These APIs are capable of providing DERM (or other systems) with EVCS information,
scheduling and reservation capabilities, demand management, and usage analysis. Utilizing this
integration, the DERM will be able to execute demand response events on the VCMS and EVCS. Events
can be performed on the entire population of EVCSs on an emergency or scheduled basis.
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2 TECHNICAL APPROACH '

The KCP&L SmartGrid Demonstration has been explicitly designed to be a complete end-to-end
SmartGrid demonstration program in a geographically defined area of Kansas City. By focusing on the
circuits and distribution feeders surrounding its Midtown Substation, the Company will be able to assess
the potential benefits of a SmartGrid solution from SmartGeneration through to SmartEnd-Use in a
regionally unique, controlled “laboratory” environment. The goals of this demonstration are in sync with
those of the DOE Smart Grid Demonstration Initiative — to quantify smart grid costs, benefits and cost-
effectiveness as well as verify smart grid technology viability, and validate new smart grid business
models, at a scale that can be readily adapted and replicated around the country.

2.1 CROSS-CUTTING PLANS & IMPLEMENTATIONS

During Phase 1 of the SGDP the KCP&L project team developed and published a series of cross-cutting
project plans that include:

e SmartGrid Interoperability Plan

e SmartGrid Cyber Security Plan

e Education & Outreach Plan

e  Metrics & Benefits Reporting Plan

The following subsections provide an overview of the significant elements of each of these plans.
2.1.1 Interoperability Strategy & Plan 71
The KCP&L project team developed and published a “SmartGrid Interoperability Plan” that detailed a

strategy and approach for system interoperability for the KCP&L SGDP. The following subsections
provide an overview of the significant elements of the Interoperability plan developed for the project.

2.1.1.1 Interoperability Vision

Federal and industry requirements for interoperability and security are critical to a successful integrated
smart grid solution and they are a key focal point for this project. Inherent in any approach to
integration and interoperability are the challenges posed by the heterogeneous nature of the grid
components; as each component varies in ability to securely and accurately communicate in the overall
smart grid solution.

KCP&L'’s vision calls for many emerging technologies to be integrated into the Transmission and
Distribution networks, ultimately, achieving interoperability with and between legacy environments. The
planned SGDP poses challenges due to immature and emerging smart grid standards, the high level of
interoperability involved across distributed platforms, and the need to carefully protect customer and
system control information across a highly distributed network reaching outside of utility boundaries
and onto customer premises. Given the heterogeneous nature of combining legacy components and
products of numerous vendors, the project must anticipate and mitigate several challenges.
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These challenges include:

e Communicating with legacy systems and devices

e Communicating between open standard and proprietary components

e Identifying failure and upgrading and maintaining components so that overall system
operation is highly reliable

e Supporting interacting parties’ anticipated response to failure scenarios, particularly loss
of communications

2.1.1.2 Interoperability Strategy

To make effective progress for this project and deliver customer and operational benefits, KCP&L
envisions an approach to maximizing interoperability that takes aggressive action despite market and
standards uncertainties, and that provides a measured means to carefully protect operational reliability,
cyber security, and long-term investments. The structured, evolutionary approach described in this
document preserves investments, yet provides the flexibility needed for orderly integration of emerging
frameworks, methods and standards. Key aspects of KCP&L'’s strategy for managing interoperability risks
include:

e Product selection with consideration of emerging standards for distribution grid
management (e.g., IEC 61968 and IEC 61850)

e Open and modular architectural approaches that emphasize vendor-independent
integration mechanisms (e.g., Service-Oriented Architecture)

e |nvestment in ongoing integration test-bed capability to provide for agile component
integration, interoperability testing and means for managing technical and security risks
through hands-on application and integration of new technologies

e Continued collaboration with public/private industry consortia and special interest groups
(such as SGIP, EPRI, IEC, IEEE, UCAlug and the GridWise Alliance) toward the refinement of
interoperability standards

e Ongoing and regular review of current implementation and architecture versus current
industry standards and emerging integration models
However, using a standard, even an open standard, is not a panacea. As technology changes over time,
standards go through life cycle phases, both in commercial adoption and technical maturity. Today’s
new standard is tomorrow’s legacy specification. Also, there is no shortage of standards within the
complicated landscape of interface specifications in electric power, manufacturing, buildings
automation, and information technology in general.

Throughout the project development life cycle, KCP&L will identify, analyze, and develop mitigation
approaches to the various risks encountered in the project. This will be accomplished through periodic
reviews, implemented to ensure the successful completion of one stage of the project’s life cycle prior
to progressing to a subsequent stage. During these reviews, adherence to standards, buy-in from
stakeholders and resolution of issues will be accomplished. Evidence of completion will be accomplished
through documentation of required artifacts for each life cycle stage.

2.1.1.2.1 Strategqic Interoperability Directions

This section describes important strategic directions of KCP&L that are intended to enable increased
interoperability. These technologies and the accompanying business processes will be implemented as
needed for the SGDP; however, they represent important steps towards a broader integration of the
demonstration systems.
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2.1.1.2.1.1 Application Interface Interoperability

Initially, integration with legacy production systems will be achieved primarily through file transfers.
However, ultimately, web services deployed in a Service-Oriented Architecture will be used to achieve
interoperability between proprietary protocols and will be used to create open interfaces between
legacy and new systems and applications. Through the use of open standards, such as web services and
the protocols and standards defined by W3C and OASIS consortia, along with mechanisms for
guaranteed delivery of transactions and resilient network architecture, KCP&L will deploy a smart grid
ecosystem (system of systems) that is highly available, easily upgraded, interoperable, and that is
capable of maintaining transactional integrity despite losses of communication between system
components.

Web services are a set of emerging standards that enable interoperable integration between
heterogeneous IT processes and systems. Web services provide a common standard mechanism for
interoperable integration among disparate systems, and the key to their utility is their standardization.
This common mechanism for delivering a "service" makes them ideal for implementing a Service-
Oriented Architecture (SOA).

Besides using the common Web transports, Web services also require a common language for the data
exchanged — Extensible Markup Language (XML). XML is simply the “scaffolding” for the actual
exchange. For the Web services protocols to be interoperable across diverse systems and suitable for
smart grid applications, standards bodies, such as W3C, OASIS, and WS-l must formally standardize
these protocols. KCP&L continues to implement these standards and contribute to the SOA standards
adoption process with other utilities through participation in user groups and standards bodies.

2.1.1.2.1.2 Interoperability of Communications Networks

With respect to the underlying communications network, KCP&L is implementing increasingly meshed
approaches with redundant communications paths and traffic prioritization features (Figure 2-1). In part,
this is being accomplished through adoption of Multi-Protocol Label Switching (MPLS) as specified by the
Internet Engineering Task Force (IETF).

Figure 2-1: KCP&L MPLS-based IP Communication
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MPLS is a highly scalable and protocol agnostic data-carrying mechanism that can encapsulate legacy
routing protocols. MPLS offers enhanced security and robust communication failover capabilities. In
addition, the protocol allows segmentation, prioritization and optimization of specific traffic, such as
control and market information.

2.1.1.3 SmartGrid Demonstration Communication Networks

The public Internet is a very powerful, all-pervasive medium. It can provide very inexpensive means to
exchange information with a variety of other entities. The Internet is being used by some utilities for
exchanging sensitive market information, retrieving power system data, and even issuing some control
commands to generators. Despite standard security measures, such as security certificates, a number of
vulnerabilities still exist.
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KCP&L has chosen to implement its SGDP using private communications media wherever practical. By
using the corporate IT WAN and a utility-owned FAN, the KCP&L SmartGrid pilot solution can still
leverage the vast amount of research and development into Internet Protocols (IP) and technologies.
They will just be implemented over a private Intranet instead of the public Internet to minimize the
exposure to cyber security risks. The communications and information networks proposed to support
the deployment of the SGDP are depicted in Figure 2-2.

The far reaching and complex nature of the smart grid dictates that no single communications
technology or security policy can be developed to implement and properly secure the smart grid. The
hierarchical nature of the technologies that will be implemented to create the SmartGrid
Communication Network provides for security “check-points” between control and network layers that
may have different security requirements. Therefore, it is a natural extension for the Security
Architecture to be constructed around Security Domains.

A Security Domain represents a set of resources (e.g. network, computational, and physical) that share a
common set of security requirements and risk assessments. For example, within the bulk power system
there are two distinct Security Domains: NERC-CIP and non NERC-CIP. While having different security
requirements, all Security Domains will be secured and managed through a consistent set of security
policies and processes. Secure connectivity, data encryption, firewall protection, intrusion detection,
access logging, change control and the audit reports associated with these applications will likely be
required for all SmartGrid security domains.

Figure 2-2: KCP&L SmartGrid Demonstration Project Communication Network
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2.1.1.4 Interoperability Plan and Approach

To meet the interoperability challenges associated with ensuring interoperability across the SGDP,
KCP&L will use a structured approach as outlined in Figure 2-3. This involves adoption of industry
frameworks for interoperability from the GridWise Alliance, the National Institute of Standards and
Technology (NIST) and the International Electrotechnical Commission (IEC).

The frameworks, and their associated models and methods will be used to derive architectures that
satisfy requirements for interoperability. The architectures will be implemented as blueprints for
designs. These components together comprise the KCP&L solution for smart grid and, when applied
throughout the system life-cycle will ensure that the solution meets KCP&L’s business requirements,
achieves intended legal and regulatory objectives, operates securely and efficiently, enables reliability
and agility, and can be easily integrated within the larger electric grid.

Figure 2-3: KCP&L SmartGrid Interoperability Approach
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2.1.1.4.1 Frameworks

A solution framework captures key domains and their interactions in order to enable discussions
between partners as to how their contributions address the overall solution. It is used to communicate
within the electricity system to compare, align, and harmonize solutions and processes as well as with
the management of other critical infrastructure. With the support of the context-setting framework,
opportunities and hindrances to interoperability can be debated and prioritized for resolution. Cross-
cutting issues, such as cyber security and privacy, are areas that need to be addressed in all aspects of
the model and agreed upon to achieve interoperation. They usually are relevant to more than one
interoperability category of the framework. The framework makes no architectural or technical
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recommendations. However, architectures will be derived from the framework and designs developed
based on the architectural blueprints.

2.1.1.4.1.1 NIST SmartGrid Framework ®

This KCP&L solution framework will be aligned with the NIST Special Publication 1108R2 - NIST
Framework and Roadmap for Smart Grid Interoperability Standards, Release 2. This document identifies
guiding principles for the adoption of standards for the smart grid and the smart grid domains to which
interfaces and standards apply. It also identifies standards for consideration and incorporation into
smart grid architectures and solution designs. Applicable standards will be incorporated into the KCP&L
SGDP.

The smart grid is a complex system of systems for which a common understanding of its major building
blocks and how they interrelate must be broadly shared. NIST has developed a conceptual model to
facilitate this shared view. This model provides a means to analyze Use Cases, identify interfaces for
which interoperability standards are needed, and facilitate development of a cyber security strategy. For
this purpose, NIST adopted a model that divides the smart grid into seven domains (described in Table
2-1 and shown in Figure 2-4).

Each domain—and its sub-domains—encompass smart grid actors and applications. Actors include
devices, systems, or programs that make decisions and exchange information necessary for performing
applications: smart meters, solar generators, and control systems represent examples of devices and
systems. Applications, on the other hand, are tasks performed by one or more actors within a domain.
For example, corresponding applications may be home automation, solar energy generation and energy
storage, and energy management. The NIST Framework and Roadmap for Smart Grid Interoperability
Standards describes the seven smart grid domains in more detail.

Table 2-1: Domains & Actors in the Smart Grid Conceptual Model

Domain ‘ Actors in the Domain

Customers The end users of electricity. May also generate, store, and manage the use of
energy. Traditionally, three customer types are discussed, each with its own
domain: residential, commercial, and industrial.

Markets The operators and participants in electricity markets.

Service Providers | The organizations providing services to electrical customers and utilities.

Operations The managers of the movement of electricity.

Bulk Generation The generators of electricity in bulk quantities. May also store energy for later
distribution.

Transmission The carriers of bulk electricity over long distances. May also store and generate
electricity.

Distribution The distributors of electricity to and from customers. May also store and generate
electricity.

In general, actors in the same domain have similar objectives. In order to enable smart grid functionality,
the actors in a particular domain often interact with actors in other domains, as shown in Figure 2-4.
However, communications within the same domain may not necessarily have similar characteristics and
requirements. Moreover, particular domains also may contain components of other domains. For
instance, the ten Independent System Operators and Regional Transmission Organizations (ISOs/RTOs)
in North America have actors in both the Markets and Operations domains. Similarly, a distribution
utility is not entirely contained within the Distribution domain—it is likely to contain actors in the
Operations domain, such as a distribution management system, and in the Customer domain, such as
meters.
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Figure 2-4: Interaction of Actors in Different Smart Grid Domains
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Underlying the conceptual model is a legal and regulatory framework that includes policies and
requirements that apply to various actors and applications and to their interactions. Regulations,
adopted by the Federal Energy Regulatory Commission at the federal level and by public utility
commissions at the state and local levels, govern many aspects of the smart grid.

2.1.1.4.1.2 GridWise Architecture Council Interoperability Framework

KCP&L will utilize the GridWise Architecture Council’'s (GWAC) Interoperability Context-Setting
Framework to align the solution, make appropriate interoperability decisions, and deliver the
anticipated results to the stakeholder community.

The GridWise interoperability context-setting framework identifies eight interoperability categories that
are relevant to the mission of systems integration and interoperation in the electrical end-use,
generation, transmission, and distribution industries. The major aspects for discussing interoperability
fall into three categories: technical, informational, and organizational. The organizational categories
emphasize the pragmatic aspects of interoperation. They represent the policy and business drivers for
interactions. The informational categories emphasize the semantic aspects of interoperation. They focus
on what information is being exchanged and its meaning. The technical categories emphasize the syntax
or format of the information. They focus on how information is represented within a message exchange
and on the communication medium.

Figure 2-5 depicts these categories of interoperability. The framework pertains to an electricity plus
information infrastructure. At the organizational layers, the pragmatic drivers revolve around the
management of electricity. At the technical layers, the communications network and syntax issues are
information technology oriented. In the middle, information technology is transformed into knowledge
that supports the organization aspects of the electricity-related business. The material in the GridWise
Interoperability Context-Setting Framework describes each subcategory. Each layer typically depends
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upon, and is enabled by, the layer below it. The KCP&L SGDP will focus on the four (4) lower layers of
the GWAC Stack as anchor points for the interoperability testing and demonstration.

Figure 2-5: GridWise Interoperability Framework
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2.1.1.4.2 Methods and Models

As a member of EPRI‘s five-year Smart Grid Demonstration Program, KCP&L’s system integration and
interoperability requirements definition and design will also be coordinated through EPRI‘s formalized
Smart Grid Demonstration Program. The SGDP project team will leverage EPRI's IntelliGrid®
methodology to support the technical foundation for a smart power grid that links electricity with
communications and computer control. The IntelliGrid®™ Architecture is an open-standard,
requirements-based approach for integrating data networks and equipment that enables
interoperability between products and systems.

2.1.1.4.2.1 EPRI IntelliGrid®™™ Methodology ™

EPRI's IntelliGrid®™ methodology provides tools and recommendations for standards and technologies
when implementing systems such as advanced metering, distribution automation, and demand
response and also provides an independent, unbiased approach for testing technologies and vendor
products. The IntelliGrid® methodology was developed at EPRI over a six year period and turned over to
the International Electrotechnical Commission (IEC). EPRI has applied this methodology to help a
number of utilities (FirstEnergy, Salt River Project, Alliant Energy, Duke Energy, Southern Company, and
TVA) with specific roadmaps for smart grid development and deployment in addition to working with
industry members of the IntelliGrid®™ research program to continually advance the interoperability
standards and methods for the industry.

The IntelliGrid®™ methodology starts with a conceptual architecture and then moves to development of
a platform-independent architecture that provides a basis for integrating actual applications. The
ultimate goal is architecture with vendor specific aspects with the ability to plug-in many different
vendor applications as a result of industry standard interfaces. Legacy systems and technology is
integrated via appropriate gateways and translators. Figure 2-6 illustrates the concept of designing an
architecture that starts with a conceptual architecture and then moves to development of a platform-
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independent architecture that provides a basis for integrating actual applications. The requirements
developed in this project help provide the basis for the architecture design. For instance, the
architecture should support new technologies like substation video and infrared camera data.

Figure 2-6: IntelliGrid®™ Architecture Definition Evolution
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IntelliGrid®™ methodology defines an Environment as a logical grouping of power system requirements
that could be addressed by a similar set of distributed computing technologies. Within a particular
environment, the information exchanges used to perform power system operational functions have very
similar architectural requirements, including their:

e Configuration requirements

e Quality of service requirements
e Security requirements

e Data management requirements

The IntelliGrid®™ methodology results in both a plan for the integrated information infrastructure and a
study of the requirements and principles required to make particular automation projects work. In basic
terms, the IntelliGrid®™ architecture is a set of high level concepts that are used to design a technology
independent architecture as well as identify and recommend standard technologies, and best practices.
These high level concepts include:
o The use of object models and modeling services to give standardized names to data, and
to describe their relationships, formats, and interactions in standardized ways
e The development of security policies and the implementation of security technologies
where needed, not only to prevent security attacks and inadvertent mistakes, but also to
handle recovery from inevitable failures
e The inclusion of network and system management to monitor and control the information
infrastructure in a manner similar to the monitoring and control of the power system
e Reduction in stranded assets from systems that can integrate
e Ability to incrementally build upon first steps; and then scale up massively
e Reduced development costs by building on components of IntelliGrid®™ architecture
systems engineering
e Robustness achieved from structured approaches to systems management
e Necessary architecture to consistently and adequately secure the energy industry
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The smart grid infrastructure is defined by the applications and technologies that are built on it. This is
at the heart of the “Use Case process” that is used to define the requirements for the smart grid. Use
Cases define the applications in a way that can be used to determine the specific requirements for
communications infrastructure, new technologies, and information integration. From the Use Cases,
thorough and effective test plans may be developed. This process is illustrated in Figure 2-7.

The results of the Use Case analysis will be compared against the existing and emerging technologies,
standards and best practices of the industry. The focus will be on what technologies best enable building
the new architecture on top of what exists now and what will emerge in the future. The recommended
technologies, standards and best practices pertaining to the creation, storage, exchange and usage of
various forms of power system information will be evaluated and rated.

Figure 2-7: IntelliGrid®*¥ Use Case Driven Interoperability Test Plan Development Process
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2.1.1.4.2.2 NIST SmartGrid Interface Reference Model ©

The smart grid is a complex system of systems for which a common understanding of its major building
blocks and how they interrelate must be broadly shared. The smart grid will ultimately require hundreds
of standards, specifications, and requirements. Some are needed more urgently than others. To
prioritize its work, NIST chose to focus initially on standards needed to address the priorities identified in
the Federal Energy Regulatory Commission (FERC) Policy Statement, plus additional areas identified by
NIST. The eight priority areas were:

e Demand Response and Consumer Energy Efficiency

e Wide-Area Situational Awareness

e Energy Storage

e Electric Transportation

e Advanced Metering Infrastructure

e Distribution Grid Management
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e Cyber Security
e Network Communications

NIST, with the assistance of EPRI and using the IntelliGrid®™ methodology, developed a conceptual
architectural reference model illustrated in Figure 2-8 to facilitate this shared view. This model identifies
interfaces among domains and actors. The model provides a means to analyze Use Cases, identify
interfaces for which interoperability standards are needed, and facilitate development of a cyber
security strategy.

Figure 2-8: NIST Smart Grid Logical Interface Reference Model
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2.1.1.4.2.3 NIST/SGIP Smart Grid Cyber Security Logical Reference Model ™

The SGIP Cyber Security Working Group (CSWG) developed a logical reference model of the smart grid,
including all the major domains—service providers, customer, transmission, distribution, bulk
generation, markets, and operations—that are part of the NIST conceptual model. In the future, the
NIST conceptual model and the logical reference model included in this report will be used by the SGIP
Architecture Committee (SGAC) to develop a single smart grid architecture that will be used by the
CSWG to revise the logical security architecture included in this report.

Communications among actors in the same domain may have similar characteristics and requirements.
Domains may contain subdomains. An actor is a device, computer system, software program, or the
individual or organization that participates in the smart grid. Actors have the capability to make
decisions and to exchange information with other actors. Organizations may have actors in more than
one domain. The actors illustrated in this case are representative examples and do not encompass all
the actors in the smart grid. Each of the actors may exist in several different varieties and may contain
many other actors within them.
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The logical reference model represents a blending of the initial set of Use Cases, requirements that were
developed at the NIST Smart Grid workshops, the initial NIST Smart Grid Interoperability Roadmap, and
the logical interface diagrams for the six FERC and NIST priority areas: electric transportation, electric
storage, advanced metering infrastructure, wide area situational awareness (WASA), distribution grid
management, and customer premises.

The logical reference model is a work in progress and will be subject to revision and further
development. Additional underlying detail as well as additional smart grid functions will be needed to

enable more detailed analysis of required security functions. Figure 2-9 illustrates, at a high level, the
diversity of systems as well as a first representation of associations between systems and components

of the smart grid.

Figure 2-9: NIST Smart Grid Cyber Security Logical Reference Model
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2.1.1.4.3 Requirements
Requirements define what the smart grid is and does. Requirements that drive and specify the functions
and how they are applied are foundational to the realization of the smart grid. The following are some
of the key characteristics of effective requirements:

e Industry policies and rules of governance are well developed, mature, and can be

consistently applied
e Requirements are well-developed by domain experts and well documented following

mature systems-engineering principles
e Requirements define support for applications and are well developed enough to support

their management and cyber security as well
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2.1.1.4.3.1 KCP&L Application Use Cases

The Use Case process is a mature, industry-accepted practice for describing system behavior as requests
are made from it. Use Cases provide a “who does what in what order” analysis. Use Cases are a means
to an end, in that they drive requirements which are rational, comprehensive, and defensible.

The IntelliGrid®™ methodology assists in developing Use Cases in a systematic manner, all with the goal
of identifying and documenting all significant requirements.

The steps to define a Use Case include:

1. Review the Scope of the Use Case. Identify known assumptions, constraints, and business
rules for the Use Case.

2. List the Actors. What goals do they want to accomplish? What information will they
generate/consume?

3. Identify the Scenario Pre-Conditions and Assumptions. What must happen before the
scenario can start? What conditions can the team assume to exist, or be true, at the start of
the scenario?

4. Identify the Scenario Post-Conditions. What must happen after the scenario is complete?
What is the observable state or status after the implementation of the Use Case?

5. Identify the Steps for the Scenario. As each step is defined, identify requirements for that
step to occur.

6. Define Information Exchanged and Requirements for the Steps. What information is
exchanged and between who? What is required for the step to occur (Functional)? What
type of targets, behavior, and performance measures must be reached for that requirement
(Nonfunctional)?

7. Identify Alternate Scenarios. What happens when things go wrong?

8. Check if We’re Done. Did the primary actor reach its goal?

The KCP&L SGDP team has identified more than 90 use cases to cover the breadth of the KCP&L SGDP.
The use cases have been organized into the following groupings:

e Network Communications

e Advanced Metering Infrastructure
e Meter Data Management

e Home Area Network

e SmartEnd-Use

e Demand Response Management

e Distribution Substation Automation
e First Responder

e Distribution Management System

e Plug-in Electric Vehicle Charging

The identified Use Cases are by no means a comprehensive listing of Smart Grid Use Cases. As the smart
grid develops, additional Use Cases will be needed to support new and evolving functions and
technologies. KCP&L fully expects that this listing of Use Cases will change slightly through the detailed
project design process.

The KCP&L project team acknowledges the prior works of many individuals that form the basis of the
Use Cases developed specifically for this project. Prior works by EPRI, SCE, AEP, and the OpenHAN
organization provided a foundation for the majority of this work product.
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2.1.1.4.3.2 Industry Requirement Profiles

Detailed requirements will be determined by using the method and models mentioned in the preceding
section, analyzing KCP&L’s business objectives for the demonstration, and using the following industry
reference documents:

e NIST NISTR 7628 — Smart Grid Cyber Security Strategy and Requirements

e UtilityAMI AMI Enterprise System Requirements Specification v1.0

o  UCAlug (ASAP-SG) Security Profile for Distribution Management (draft)

e UCAIlug (ASAP-SG) Security Profile for Third Party Data Access (draft)

e  UCAIlug (ASAP-SG) Security Profile for Advanced Metering Infrastructure v2.0

e UCAIlug (OpenHAN) Home Area Network System Requirements Specification v2.0
2.1.1.4.4 Architecture and Design™?
It is difficult for organizations and industries to change. Many strategic initiatives end in failure because
the required changes are viewed in isolation rather than in relation to the complete infrastructure.
When building reference model architectures, there are three key architecture types:

e Conceptual —Services (e.g. Outage Detection Service)
e logical — Components (e.g. Outage Management System)
e Physical — Implementations (e.g. OMS)

Developing a conceptual SmartGrid architecture model based on goals and requirements will further
enhance an organization’s ability to be effective in the implementation of core strategy and vision.

The National Institute of Standards and Technology (NIST) Smart Grid Interoperability Panel (SGIP) Smart
Grid Architecture Committee (SGAC) is responsible for creating and refining a Smart Grid conceptual
architecture reference model. The process for developing a generic Smart Grid conceptual architecture
was based on three key process tasks:

e Developing grid architecture goals from national energy goals and national policy
documents

e Developing a formalized list of requirements relating to and mapped to each of the
accepted grid architecture goals

e Developing a list of energy services based on the list of accepted requirements

The final deliverable of a generic Smart Grid conceptual architecture will allow grid participants to
develop their own internal logical and physical architectures.

The systems architecture and designs developed for the KCP&L SGDP will satisfy the requirements
developed through the processes outlined in the preceding section. It will leverage existing industry
reference architectures and architectural artifacts, such as those developed by GWAC, NIST, and
UCAIlug.

The SGDP architecture and systems design will also leverage the IEC 61968 series for Application
Integration at Electric Utilities, the IEC 61850 series for Communication Networks and Systems in
Substations, and other emerging standards discussed in the next section.

The KCP&L project team is participating in the NIST/SGIP sponsored SmartGrid Conceptual Architecture
Model development efforts and as this architectural reference emerges, it will be considered for
adoption into the KCP&L SGDP system architecture.

V1.0 04/30/2015 /"’—ﬁ Page 78
KCPsL

energizing life



KCP&L Green Impact Zone SmartGrid Demonstration Final Technical Report

2.1.1.4.5 Standards

This SGDP architecture and standards to be implemented are closely aligned with the NIST Special
Publication 1108 - NIST Framework and Roadmap for Smart Grid Interoperability Standards. This
document identifies guiding principles for the adoption of standards for the smart grid and the smart
grid domains to which interfaces and standards apply. It also identifies standards for consideration and
incorporation into smart grid architectures and solution designs.

Additionally, in the NIST Framework, NIST recommends some criteria for adoption of standards.
Generally, these involve openness and accessibility. NIST believes that smart grid interoperability
standards should be open. The term “open” standard as used by NIST means that a standard is
“developed and maintained through a collaborative, consensus-driven process that is open to
participation by all relevant and materially affected parties and not dominated or under the control of a
single organization or group of organizations, and readily and reasonably available to all for smart grid
applications”. In addition, NIST states that smart grid interoperability standards should be developed
and implemented internationally, wherever practical. Figure 2-10 summarizes the NIST criteria for
standards adoption to achieve interoperability which have been adopted by KCP&L.

2.1.1.4.6 Summary
This section presented a strategy, approach, models and methods for achieving interoperability

between components of the KCP&L SGDP.

Adoption of the applicable standards, and the other aspects of the frameworks described in this section
will ensure that interoperability is appropriately aligned with business objectives including integration
with other market participants.

Additionally, not all standards considered may ultimately be adopted. However, each will be considered
for adoption along with other emerging standards and guidelines using the structured approach outlined
in this document and incorporated into vendor agreements and procurement language as appropriate.
Adopting the NIST and GWAC Interoperability frameworks, along with the EPRI methods, will ensure
that interoperability is a primary consideration throughout the lifecycle of the KCP&L SmartGrid
solution, and that the appropriate artifacts are documented.
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Figure 2-10: NIST Guiding Principles for Identifying Standards for Implementation

For Release 2.0, a standard. specification, or guideline is evaluated on whether it:

s Is well-established and widely acknowledged as important to the Smart Grid.

s Is an open, stable, and mature industry-level standard developed in a consensus process
from a standards development organization (SDO).

s FEnables the transifion of the legacy power grid to the Smart Grid.

* Has, or is expected to have, significant implementations, adopfion, and use.

s Is supported by an SDO or standards- or specification-setfing orgamization (S50) such as a
users group to ensure that it is regularly revised and improved to meet changing
requirements and that there is a strategy for continued relevance.

s Is developed and adopted internationally, wherever practical

s Is integrated and harmonized, or there is a plan to infegrate and harmonize it with
complementing standards across the ufility enterprise through the use of an industry
architecture that documents key points of interoperability and interfaces.

» Fnables one or more of the framework characteristics as defined by EISA’ or enables one
or more of the six chief characteristics of the envisioned Smart Grid.”

s Addresses, or is likely to address, anticipated Smart Grid requirements identified through
the NIST workshops and other stakeholder engagement.

« Is applicable to one of the priority areas identified by FERC? and NIST:

o Demand Response and Consumer Energy Efficiency;

Wide Area Situational Awareness;

Electric Storage;

Flectric Transportation;

Advanced Metering Infrastructure;

Distribution Grid Management;

Cybersecurity; and

Network Communications.

¢ Focuses on the semantic understanding layer of the GWAC stack.” which has been

identified as most critical to Smart Grid inferoperability.

Is openly available under fair, reasonable, and non-discriminatory terms.

Has associated conformance fests or a strategy for achieving them.

Accommodates legacy implementations.

Allows for addifional functionality and innovation through:

Symmeiry — facilitates bidirectional flows of energy and information.

Transparency — supports a transparent and audifable chain of transactions.

Composition — facilitates building of complex inferfaces from simpler ones.

Extensibility — enables adding new finctions or modifying existing ones.

Loose coupling — helps fo create a flexible platform that can support valid bilateral

and nmultilateral transactions without elaborate prearrangement **

Layerad systems — separates functions, with each layer providing services to the
layer above and receiving services from the layer below.

o Shallow integration — does not require defailed mutual information to interact with
other managed or configured components.
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* GridWise Architecture Couneil, GridWise Interoperability Context-Setting Framework, March 2008.

-k
Whale loose couphing 15 desirable for general applhications, fight coupling often will be requred for erifical
infrastructure controls.
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2.1.2 Cyber Security Strategy & Plan [**!

The KCP&L project team developed and published a “SmartGrid Cyber Security Plan” that detailed a
strategy and approach for implementing cyber security in the KCP&L SGDP. The following subsections
provide an overview of the significant elements of the cyber security plan developed for the project.

The cyber security strategy and approach is intended to have broad applicability beyond the SGDP
including future development of the portions of the SGDP that ultimately extend into production
systems.

The terms cyber security and cyber infrastructure are used throughout this document. The following
definitions are used in the U.S. National Infrastructure Protection Plan (NIPP) and are included to ensure
a common understanding:

e Cyber Security: The protection required to ensure confidentiality, integrity and availability
of the electronic information communication system

e Cyber Infrastructure: Includes electronic information and communications systems and
services and the information contained in these systems and services. Information and
communications systems and services are composed of all hardware and software that
process, store, and communicate information, or any combination of all of these
elements. Processing includes the creation, access, modification, and destruction of
information. Storage includes paper, magnetic, electronic, and all other media types.
Communications include sharing and distribution of information. For example, computer
systems, control systems (e.g., SCADA), networks, including the Internet and cyber
services (e.g., managed security services), are all part of cyber infrastructure.

2.1.2.1 Smart Grid Cyber Security Trends & Challenges
Cyber security for the electric grid is evolving in response to several accelerating trends:

e Increasing scrutiny of regulators, customers, shareholders and external entities due to a
heightened awareness of the potential for a catastrophic failure or attack on the nation’s
critical infrastructure

e Emerging threats to the security of the grid by terrorist nation-states, countries and
criminal organizations who may target the electric grid with increasingly sophisticated
methods of attack

e Increasing dependence on “smart” networked, IP-enabled devices to monitor and control
the grid and decreasing reliance on serial devices communicating over closed networks

e Moving from proprietary systems requiring special expertise known only to a few
individuals with specialized skills towards cost and efficiency advantages gained through
the use of open operating systems, application platforms and communications protocols

e Increasing use of efficiencies to be gained through using wireless communication and
public communications networks, often using non-proprietary technologies and protocols

e Increasing the degree of the distributed electric grid within generation and markets, and
the evolution of domains such as distributed generation assets that are not under the
direct ownership and control of the utility

The factors noted above contribute to several challenges when considering an approach to securing the
grid:

e Cyber security mechanisms must be employed throughout the system life cycle and end-
to-end to secure all of the potential attack points in the grid. These attack points are
increasing in number. Also, the risk of compromise has increased due to both intentional
and unintentional traditional IT-oriented threats, which increasingly have the potential to
affect control systems within the grid.
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e Reliability and availability of the grid remain primary considerations, and security controls
must not degrade grid reliability and availability.

e Utilities, vendors and standards bodies have been slow to respond to security challenges
and incorporate cyber security mechanisms into their products, partially because of these
challenges, shifting business requirements and changing regulatory landscapes.

e Mechanisms to detect anomalous behavior within the grid indicating that a cyber-attack
on control systems is underway are immature, and some standard operating procedures
and disaster scenarios do not adequately account for responses to cyber events.

2.1.2.2 Cyber Security Strategy & Approach

The challenges outlined in the preceding section will be met through the development of a cyber-
security controls framework, design, architecture, and infrastructure that ensures that technologies,
polices, processes and procedures result in adherence to existing cyber security regulations, evolving
smart grid security requirements and KCP&L'’s business requirements. This will be accomplished by
adoption of the NIST/EPRI security framework (NIST SP 1108R2: NIST Framework and Roadmap for
Smart Grid Interoperability Standards Release 2.0 February 2012 and NISTIR-7628: Guidelines for Smart
Grid Cyber Security — August 2010) and other frameworks, subject to KCP&L’s business requirements
and SGDP budget considerations. Implementing the controls identified in the framework consists of the

following activities to provide end-to-end security:

e Perform a comprehensive risk assessment ** and adopt a risk management strategy to

ensure risk-based decision making throughout the system’s life cycle

— Categorize the interfaces according to the framework (i.e., the types of domains that
are involved in particular use cases)

- Identify and analyze all logical interfaces to determine the risks to confidentiality,
integrity and availability exposed through them

e Determine cyber security requirements

e Select appropriate controls and technical countermeasures to mitigate the risks and
rationalize these in a cyber-security architecture

e Develop and deploy a cyber-security governance, risk management and compliance
process and tools tailored for the KCP&L operations environment and project budget

e Implement the countermeasures and controls, leveraging existing cyber security
infrastructure capabilities to the extent possible according to an integrated secure
systems design

e Test and validate whether the deployed cyber security infrastructure is providing the
expected security assurance

e Develop plans to remediate cyber security gaps and address residual risks

e Develop and implement cyber security criteria in procurement language and device
vendor selection in accordance with best practices

e Monitor the ongoing development of smart grid cyber security standards and
requirements for incorporation into KCP&L’s strategic plans

The overall cyber security strategy examines both domain-specific and common requirements when
developing a mitigation strategy to ensure interoperability of solutions across different parts of the
infrastructure. Implementation of a cyber-security strategy requires the development of an overall cyber
security risk management framework for the smart grid. This framework is based on existing risk
management approaches developed by KCP&L and other best practice organizations.
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Figure 2-11: KCP&L SmartGrid Security Strategy and Approach
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This risk-driven approach to cyber security, depicted in Figure 2-11 above, along with architectural
discipline imposed through governance and compliance assessment frameworks will ensure that
security expenditures are aligned with business objectives and project budgets. In conjunction with the
cyber security architecture, security design objectives will be identified for authentication, access
control, logging and auditing, data confidentiality, data integrity and non-repudiation, Service-Oriented
Architecture (SOA) and messaging security.

Once the conceptual architecture is completed, high-level and detailed designs will be completed for the
cyber security infrastructure. The designs will be documented, refined and validated against the
architecture through use cases and scenarios. The risk assessment will be updated if new risks are
discovered and additional controls and countermeasures will be deployed using risk mitigation methods
within the risk management process.

Well-defined processes, methods, and software solutions are designed to assist and automate the
implementation of risk and compliance management processes. Therefore, the solution involves
identifying and customizing tools to meet the specific requirements of KCP&L and integrating these tools
and methods into a comprehensive solution applicable to the operations environment. The
infrastructure will be deployed in a manner consistent with the Government, Risk, and Compliance
(GRC) framework shown in Figure 2-12.

2.1.2.3 Smart Grid Cyber Security Design Considerations

2.1.2.3.1 Cyber Security Standards

In addition to being required by regulatory and compliance audit agencies, security policies, procedures
and guidelines form the basis of a risk management program. They express management’s intent with
regard to the cyber security program and compliance with applicable laws and regulations, assign roles
and responsibilities and define who is accountable for cyber security activities. The increasing
interoperability of traditional IT systems and control systems, along with increased scrutiny of security
controls by external agencies, makes the establishment and maintenance of a standards-based cyber
security policy framework an essential component of the security program.

KCP&L has a policy framework that aligns security policies to IT and business policies. These policies will
be analyzed for their relevance to the smart grid. Cyber security policies applicable to the operations
environment will be reviewed and updates to reflect the requirements of smart grid operations and
compliance with emerging standards will be identified. Gaps in the policy framework will be identified.
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Figure 2-12: KCP&L GRC Management Framework
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The standards and frameworks listed in Table 2-2 and Table 2-3 are relevant to smart grid cyber security
best practices with particular emphasis on:

e NERC - Critical Infrastructure Protection (CIP) Version 3.0
o NISTIR-7628 Guidelines for Smart Grid Cyber Security — August 2010

Table 2-2: Summary of Applicable Cyber Security Standards

Standards Description Date
NISTIR-7628 Guidelines for Smart Grid Cyber Security August 2010
NERC - CIP Critical Infrastructure Protection (CIP) v3.0 Various
NIST SP 800-30 | Guide for Conducting Risk Assessments Rev. 1 September 2012
NIST SP 800-53 | Security and Privacy Controls for Federal Information Systems and April 2013

Organizations Rev. 4

V1.0 04/30/2015 ///’% Page 84
KCPsL

energizing life



KCP&L Green Impact Zone SmartGrid Demonstration Final Technical Report

Table 2-3: Summary of Applicable Cyber Security Frameworks

Frameworks ‘ Description Date
NIST SP 1108R2 NIST Framework and Roadmap for Smart Grid February 2012
Interoperability Standards Release 2.0
UCAIlug Security Profile for AMI v2.1 October 2012
UCAlug Security Profile for DM v1.0 February 2012
UCAIlug Security Profile for OpenADR v0.03 March 2012
UCAIlug Security Profile for Substation Automation v0.15 September 2012

Controls implementing these standards where required or where warranted based on best practices
from other evolving smart grid standards will be expressed in cyber security policies, procedures and
guidelines as appropriate. Compliance will be assessed through use of the GRC framework. The
framework will ensure that:

e Policies, procedures and guidelines will be documented in a central repository

e The policy maintenance life cycle will include regular review and incorporation of relevant
standards

e Compliance is assessed periodically

e Exceptions will be documented and associated workflows created

e Audit readiness is maintained

2.1.2.3.2 Risk Management

The KCP&L risk management framework defines the processes for combining impact, vulnerability, and
threat information to produce an assessment of risk to the KCP&L SmartGrid and to its domains and sub-
domains, such as businesses and customer premises. Risk is the potential for an unwanted outcome
resulting from an incident, event, or occurrence, as determined by its likelihood and the associated
impacts. Because the smart grid includes systems and components from the IT, telecommunications,
and energy sectors, the risk management framework will be applied on an asset, system, and network
basis, as applicable. The goal is to ensure that a comprehensive assessment of the systems and
components of the KCP&L SGDP is completed. The framework will make use of the NIST/EPRI cyber
security framework as a reference construct to ensure that applicable requirements are incorporated.

The risks of operating a system cannot be completely eliminated. After the implementation of controls,
residual risks will be tracked and subject to the further assessment activities to determine methods of
reducing the residual risk to acceptable levels. The risk assessment is used as input into the KCP&L Risk
Management Process, which includes methods and activities that result in risk mitigation or acceptance.
The Risk Management Process is depicted in Figure 2-13 below.

Following the risk assessment, the next step is to select and tailor the cyber security and business
requirements. These requirements will drive a security architecture, which will be integrated with the
systems architecture, NIST and other industry reference architectures. Integration with the NIST/EPRI
reference architecture ® ™! and other security standards will help ensure interoperability of
components.
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Figure 2-13: KCP&L Risk Management Process
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2.1.2.3.3 Defense in Depth

Defense in depth is the layering of security controls in such a way that the damage of an exploit is
minimized. An attacker must circumvent multiple controls to exploit vulnerabilities or gain unauthorized
access. Security mechanisms are also layered in such a way as to limit the damage resulting from a
compromise. A medieval castle with its moats, walls and other defenses is an example of a defense in
depth security stance. A well-defended castle does not rely on a single defense to protect the most
valuable assets, but on multiple layers. The security architecture, as illustrated in Figure 2-14 below
provides for layers of security to form a defense in depth cyber security posture.

Figure 2-14: KCP&L Defense in Depth Security Posture
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The architecture may include the following components to achieve a layered defense that complies with
laws and regulations and meets KCP&L's business and budget requirements:

Perimeter Security:

e Protocol-level firewalls

e Intrusion detection (network and host-based)
e Application-level firewalls

e Wireless and endpoint security

e Physical security of cyber assets

Control Layer:
e Identity and access management
e Application security
e Compliance monitoring

Assurance Layer:

e Cyber security governance, risk and compliance management
e Cyber security policy development

e  Cyber security testing

e Cyber security incident response

2.1.2.3.4 Trust Model

One important aspect of the smart grid that has not been sufficiently addressed by the industry is the
development of a trust model for the smart grid. This section describes the method that KCP&L will use
to develop a solution architecture that implements a trustworthy design.

Trust is defined as the measure of confidence that can be placed in the predictable occurrence of an
anticipated event or an expected outcome of a process or activity. For business activities that rely on IT,
trust is dependent on both the nature of the agreement between the participants and the correct and
reliable operation of the IT solution.

An objective of a trust model for the KCP&L SGDP is to implement mechanisms and strategies for
trustworthiness of systems protecting the confidentiality, integrity and availability of information
between actors (requesters and consumers of information) and domains by ensuring accountability for
actions. In a distributed information system, the ultimate concern of a trust model should be the
information itself, rather than the sources that supply the information. A good trust model facilitates
this type of interaction without hindering the more traditional approach to trustworthiness — i.e.,
interacting only with trusted sources of information.

The implementation of a trust model for the smart grid has many complex dimensions:

e Control systems with interfaces between them are often in different organizations, and
therefore, the chain of trust between them is more important

e By definition, market operations are across organizational boundaries, thus posing trust
issues

e The implementation of a model that enables network and systems architecture and
facilitates effective communication among the various business entities without
inadvertent or unauthorized sharing of trade secrets, business strategies or operational
data and activities, while enabling sharing of fine-grained energy data and other
information between organizations (and units within organizations) to realize the
advantages of smart grid technology
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e The management of large amounts of privacy-sensitive data in an efficient and responsible
manner while complying with regulations regardless of the current state and location of
data

e Trust of event or systems data

e Trust relationships between field devices and security policy enforcement points

e Trust within mesh networks, between leaf mesh nodes and gateways, and between mesh
and non-mesh networks and interconnected mesh networks having different trust models

e The establishment of a user trust model for administration of keys, passwords and other
sensitive data that does not create an undesirable amount of dependence on IT personnel
and avoids an actor becoming a single point of failure

The activities undertaken using the secure architecture method will result in development of a
conceptual trust model for the KCP&L SGDP.

Once the KCP&L solution architecture has been defined and mapped to the NIST framework, the
architecture will be decomposed into its component domains. Figure 2-15 provides an example of
semantics associated with varying trust levels of different domains and includes the security zones and
the interfaces between them.

Figure 2-15: KCP&L Trust Model
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Different semantics than those shown above may be used in the KCP&L SmartGrid trust model, however
the process of applying the trust model will be the same. Different security levels that depend on the
design of the network and systems architecture, security infrastructure and how trusted the overall
system and its elements are will be assigned. This model will help put the choice of technologies and
architectural decisions within a security context and guide the choice of security solutions.

One realistic expectation of the usefulness of the trust model, assured by application of this method, is
that designers and integrators of IT solutions will enlist all reasonable measures to achieve the correct
and reliable operation of IT solutions throughout the design, development, and deployment phases of
the solution life cycle.
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2.1.3 Education & Outreach Strategy & Plan [*®!

The KCP&L project team developed and published a “SmartGrid Education & Outreach Plan” that
detailed a strategy and approach for conducting SmartGrid Education and Outreach elements for the
KCP&L SGDP. The following subsections provide an overview of the significant elements of the education
and outreach plan developed for the project.

2.1.3.1 Introduction

There are numerous examples from other utilities around the country that demonstrate that the overall
success of a smart grid project is closely tied to the overall success of the utility’s public education and
outreach plan. In the case of the KCP&L Green Impact Zone SGDP, the geographic boundaries and
demographic mix of the customer base present a unique set of communications challenges and
opportunities. In response, KCP&L has developed a highly targeted, multi-phased public education and
outreach effort that will drive awareness and understanding of SmartGrid as well as encourage product
acceptance and adoption. KCP&L is working in close collaboration with its vendor partners and a wide
range of community groups, most notably, Kansas City’s Green Impact Zone, an initiative led by U.S.
Rep. Emanuel Cleaver Il to focus federal stimulus dollars on a 150-square block geographic area in
Kansas City’s urban core. In addition, although the current SmartGrid pilot project is limited to only
14,000 KCP&L customers, there is the much broader audience of approximately 800,000 customers
across the company’s service territory. The success and lessons learned over the next five years will help
determine the likelihood and plan for future deployment.

2.1.3.2 Education & Outreach Messaging

2.1.3.2.1 SmartGrid Demonstration Project Messages
The key SGDP messages that support KCP&L’s SmartGrid communications objectives include:

e SmartGrid will provide customers with enhanced energy information and tools, helping
them manage usage and control costs.

o SmartGrid will improve system reliability, energy efficiency and air quality.

e The SGDP will allow KCP&L to obtain valuable customer feedback, leading to system-wide
improvements for the entire customer base.

e Through KCP&L's testing, evaluating and reporting, the SGDP will serve as a blueprint for
future smart grid implementations, and it will accelerate the realization of the “utility of
the future.”

e SmartGrid will utilize advanced technology, including renewable generation, storage
resources, cutting-edge substation and distribution automation and control, energy
management interfaces, and innovative customer programs and rate structures.

2.1.3.2.2 Industry-wide Smart Grid Messages

The overarching messages above were crafted to support and enhance these broader smart grid
objectives, as articulated by “Seven Principal Characteristics of the Modern Grid,” outlined in The NETL
Modern Grid Initiative:

e Self-heals: The modern grid will perform continuous self-assessments to detect, analyze,
respond to, and as needed, restore grid components or network sections.

e Motivates and includes the consumer: The active participation of consumers in electricity
markets brings tangible benefits to both the grid and the environment, while reducing the
cost of delivered electricity.

e Resists attack: Security requires a system-wide solution that will reduce physical and cyber
vulnerabilities and recover rapidly from disruptions.
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e Provides power quality for 21* century needs: The modern grid will provide the quality of
power desired by today’s users, as reflected in emerging industry standards. These
demands and standards will drive the grid.

e Accommodates all generation and storage options: The modern grid will seamlessly
integrate many types of electrical generation and storage systems with a simplified
interconnection process analogous to “plug-and-play.”

e Enables markets: This characteristic is particularly important because open-access markets
expose and shed inefficiencies. The modern grid will enable more market participation
through increased generation paths, more efficient aggregated demand response
initiatives and the placement of energy storage and resources within a more reliable
distribution system.

e Optimizes assets and operates efficiently: The modern grid’s assets and its maintenance
will be managed in concert to deliver desired functionality at minimum cost.

2.1.3.3 Education & Outreach Audiences

Throughout the duration of this project, KCP&L needs to communicate its key messages to a number of
audiences, including:

e SmartGrid Demonstration Area Customers (14,000)
e All KCP&L Customers (800,000)

e KCP&L Employees (3,600)

e State Agencies, Legislators and Regulators

e  Utilities and Smart Grid Industry

Within each key audience group, KCP&L has identified a number of key stakeholder groups that are also
targets for education and outreach. In some cases, these groups and organizations are the vehicle to
reach the target audiences, and in other cases they are intended to serve as advocates and supporters
for the SGDP.

2.1.3.3.1 SmartGrid Demonstration Area Customers

KCP&L’s SGDP has unique customer demographics and geographic area — in and around the Green
Impact Zone. This may be one of the only projects of its kind to be focused on the urban core with such
a high percentage of low-to-moderate income residents. This presents a number of unique
communications and education challenges that KCP&L will address.

Table 2-4: Green Impact Zone Demographic Chart

SmartGrid Demonstration Area Green Impact Zone

Population 19,960 8,374
Population in Poverty 23% 31%
KCP&L Customer Accounts 11,265 2,897
Median Household Income $28,000 $22,000
Ethnicity: White, non-Hispanic 38% 7%
Ethnicity: Black, non-Hispanic 52% 89%
Ethnicity: Hispanic 5% 2%
Age: < 25 years 37% 43%
Age: 25-39 years 25% 20%
Age: 40-59 years 24% 22%
Age: > 60 years 14% 15%
Average Monthly Electric Bill $85.10 $87.01
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Within this audience group, the key stakeholders include:

e Individual Customers

e Neighborhood Groups

e Schools

e Community Leaders

e Elected Officials

e Green Impact Zone Partners

2.1.3.3.2 All KCP&L Customers

While customers living within the SGDP area will be the first affected by SmartGrid initiatives, what
KCP&L learns from the project will eventually impact all KCP&L customers. As such, outreach to the
entirety of KCP&L’s customer base will be an important part of SmartGrid communications.

Within this audience group, the key stakeholders include:

e Residential Customers
e Commercial Customers
e Industrial Customers

2.1.3.3.3 KCP&L Employees

As media coverage of and interest in the project in the broader service territory increases, KCP&L
employees will be asked by friends, family and neighbors about SmartGrid. The 3,600 KCP&L employees
can be utilized as SmartGrid ambassadors, but KCP&L will need to provide them with ongoing
communications in order to make them effective.

Within this audience group, the key stakeholders include:

e Customer Care Departments
e Engineering and Operating Departments
e KCP&L Employees Living in the Project Demonstration Area

2.1.3.3.4 State Agencies, Legislators and Requlators

The individuals in this audience are charged with representing the community. They include elected or
appointed individuals, who are especially sensitive to activities that may affect their constituents.
Educating this audience is critical to ensuring continued support for SmartGrid, as these individuals will
want to be informed so that they can answer any questions raised.

Within this audience group, the key stakeholders include:

e Missouri Public Service Commission & Staff
e Kansas Corporation Commission & Staff

e Missouri Office of Public Counsel

e Elected Officials

2.1.3.3.5 Utilities and Smart Grid Industry

One of the main goals of this project is to serve as a blueprint for future integrated smart grid
demonstrations and implementations throughout the country. The project seeks to define, validate and
verify the necessary parameters and potential solution adjustments for KCP&L, and the industry, to plan
and implement a system-wide roll-out of the successful smart grid technologies and processes. In order
to do this, KCP&L will need to effectively communicate and share knowledge with other utilities and the
smart grid industry as a whole.
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Within this audience group, the key stakeholders include:

e Department of Energy

e National Energy Technology Laboratory

e National Institute of Standards & Technology
e Smart Grid Interoperability Panel

e Professional Associations (IEEE, NSPE, etc.)

e Labor Organizations (IBEW)

2.1.3.4 Value Proposition Groups

The key, high-level messages outlined above will be tailored for each of the audience groups outlined
above and focused on the appropriate value proposition area.

2.1.3.4.1 The Consumer

Individual residential consumers are primarily interested in what the smart grid will do for them as
individuals. The consumer value proposition answers the question, “What’s in it for me?” Some of the
consumer benefits include the following:

e Information: Smart grid products will provide customers more information about their
energy usage and help them learn which end-use devices and behaviors influence their
consumption pattern the most.

e Choice: Customers will be offered products and services not previously available to them,
and they will be able to decide which they want to use. Some of the new opportunities
include consumer-owned generation and storage resources.

e Control: New smart grid products and tools will give customers the ability to manage their
electricity use, which can help them save money on their monthly electric bills.

e Convenience: The new technologies will enable KCP&L to provide faster customer service:
meter alerts of outages, remote service connect/reconnection and 15 minute interval
data to help respond to customer inquiries.

e Reliability: The updated system will manage the grid to prevent outages and restore
service more quickly when outages do occur.

2.1.3.4.2 The Utility

The utility value proposition answers the question, “What’s in it for KCP&L?” It must be noted that direct
utility benefits are also indirect consumer benefits, as utility savings are used to reduce the upward
pressure on rates. The smart grid is expected to provide benefits in a number of utility operational
areas, some of which include:

e Improved reliability by enabling distribution automation as well as access to real-time
operating data on critical substation equipment

e Reduced energy delivery cost through increased automation and ability to predict and
proactively address maintenance strategies

e Improved customer satisfaction

e Improved carbon footprint
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2.1.3.4.3 Society
The societal value proposition answers the question, “What’s in it for us?” The smart grid is expected to

provide benefits in a number of societal areas, some of which include:

e Downward pressure on electricity prices

e Improved reliability, reducing losses that impact consumers and society

e Increased grid robustness, improving grid security

e Reduced emissions

e New jobs and growth in gross domestic product

e Transformation of the transportation sector leading to a reduction in the U.S. dependence
on foreign oil

2.1.3.5 Communications Approach

KCP&L intends to educate and engage consumers through a highly targeted, integrated marketing
campaign consisting of a variety of tactics across a range of channels for optimal impact. Strategic
considerations include:

e Frequent and proactive customer communication, well ahead of customer impacts

e Engagement of key leaders and company ambassadors

e Regular face-to-face communication with customers

e  Opportunities for customers to “touch and feel” improvements and products

e Pairing of KCP&L representatives with neighborhood groups and other key organizations
e Cultivation of third-party key leader support

As KCP&L progresses with its SGDP, customers are given the opportunity to move along a continuum
tied to value proposition (Figure 2-16). SmartGrid gives them the opportunity to use innovative
technology to create a more informed and effective interaction with KCP&L.

Figure 2-16: Customer Value Proposition
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2.1.4 Metrics & Benefits [°

At the beginning of the project, the KCP&L project team developed and published a “SmartGrid Metrics
& Benefits Reporting Plan” that set forth the objectives, expected benefits, key asset deployment
milestones, Build and Impact Metrics, associated data collection, aggregation and analysis methods,
monetary investments, baseline data methodologies, market place innovation, and
collaboration/interaction with the DOE necessary to accomplish KCP&L’s fully integrated SGDP. The
following sections provide a summary the plan along with plan adjustments that have been made in
response to DOE guidance and to incorporate the DOE Smart Grid Computational Tool (SGCT) analysis
techniques.

2.1.4.1 Project Benefits

KCP&L’s SGDP is designed as a means to test and evaluate a potential step change improvement in
KCP&L's electricity distribution system. Specifically, the project team is designing a system with a
communication architecture that will facilitate automated system monitoring and control with open-
source systems that will allow the integration of technologies and components from multiple vendors in
a best-of-breed system of solutions — including a new architecture and system that will enable an
interoperable, secure network of components.

The project team expects this SGDP to identify significant potential grid performance improvements as a
result of the technologies and solutions considered. Substation and distributed feeder line automation
systems can significantly reduce O&M costs, improve reliability, and enhance the environmental
footprint through automated fault location detection, automated switch operation, improved voltage
control and regulation, improved Outage Management System communications, enabled two-way end-
user communication and information flow, and the integration of distributed energy resources; allowing
for a greater role of renewable energy generation into grid operations.

Smart grid technologies are distinguished by how they improve the performance of the electric system.
Each is associated with, or enables, Smart Grid and Energy Storage Functions that change in some (or
several) aspects of the physical operation of the system that reduces utility costs, confers identifiable
benefits to consumers or society, or all three. Evaluation of an individual smart grid or energy storage
function requires establishing linkages between the deployment and operation of the technology and
the impacts that are anticipated to result. When multiple technologies are deployed together, the team
will, to the extent practical, isolate and assign the observed impacts to the individual technology.

The benefits will be evaluated using the DOE-specified four major benefit categories: (1) Economic, (2)
Reliability, (3) Environmental, and (4) Security. Table 2-5 indicates the benefits KCP&L anticipates will be
observed during the course of the project for each of the individual technologies that will be
implemented. These technology/benefit linkages manifest KCP&L's initial project design objectives.
These technologies were chosen because they have the possibility of providing extensive system
benefits, individually, and collectively, they offer an even more effective means for achieving the smart
grid objectives.

2.1.4.2 SmartGrid Project Metrics Reporting

The Department of Energy (DOE) requires all Smart Grid Demonstration Projects to report baseline,
build, impact, and other metrics, along with Technology Performance Reports (TPR). KCP&L will report
all applicable Build and Impact Metrics and TPRs for the KCP&L Green Impact Zone SmartGrid
Demonstration according to the schedule shown in Table 2-6. Metrics reports will be submitted 30 days
after the completion of a reporting period. For example, the first Build Metrics report is designated for
Q2 of 2011; it will be submitted on or before July 30, 2011. Interim TPRs will be submitted annually
before the end of calendar years 2012, 2013, and 2014. The Final Project Technical Report is due April
30, 2015 (90 days after the contract completion date).
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Benefit

Table 2-5: Smart Grid Benefits for KCP&L’s Demonstration Project

Benefit

Provided by

Remarks/Estimates

Beneficiary

Category Project?
Arbitrage Revenue* Consumer NO
Capacity Revenue* Consumer NO
Ancillary Service * Consumer NO
- The impact of demand response may not
Optlml%Ed Generator Utility MAYBE impact the generation profile, but KCP&L
Operation s . - .
will investigate if there are benefits.
Deferr.ed Generation Utility MAYBE Informatlon will bg collected for these
Capacity Investments benefits, however it has not been
Reduced Ancillary Service . determined if these benefits will be
Cost Utility MAYBE demonstrated. Benefits will be highly
dependent upon the number of customers
Reduced Congestion Cost Utility MAYBE enrolling in demand response or dynamic
pricing programs.
Analysis will be performed by the KCP&L
Deferred Transmission N planning group to determine |f_ the peak.
. Utility MAYBE demand and energy conservation benefits
Capacity Investments .
) will offset the need for proposed
Economic . . .
transmission and substation projects.
Deferred Distribution
ili YE
Capacity Investments Utility S
Re_duced Equipment Utility VES
Failures The 2yr Project rational/monitoring i
Reduced Distribution € .y olec ope. atlonal/monftoring fs
. . - relatively short period to measure
Equipment Maintenance Utility YES .
Cost technology upgrade impacts on these
— benefit categories.
Reduced Distribution -
. Utility YES
Operations Cost
R M R i
educed Meter Reading Utility VES
Cost
Reduced Electricity Theft Utility YES
Reduced Electricity Losses Utility YES
Reduced Electricity Cost Consumer YES
B li i f gri
Reduced Electricity Cost* Utility YES ased on cycling operation of grid
connected battery
Reduced Sustained Outages | Consumer YES
Reduced Major Qutages Consumer MAYBE Based on asset monitoring and FISR
Reduced Restoration Cost Utility YES
Reliability | Reduced Momentary PQ will be monitored, but it has not been
Consumer MAYBE . . .
Outages determined if the proposed corrective
action plan will reduce the number of
Reduced Sags and Swells Consumer YES P
momentary outages.
. Rec!utfed carbon dioxide Society VES
Environ- Emissions
tal R -
menta educ?d.SOx, NO,, and PM Society VES
10 Emissions
Reduced Oil Usage Society YES
£ D - - -
nergy Reduced Wide-scale - emo-nstratlon project d9e§ not |ncludg
Security Society NO any wide-area or transmission SmartGrid

Blackouts

components.
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Table 2-6: Build/Impact Metrics and TPR Reporting Schedule

2011 2012 2013 2014
Q2 Q3 Q4 Q1 Q2 a3
Build Metrics X X X X X X X X X X X
Impact Metrics X X X X X X X
Interim TPRs X X X
Final TPR/Draft FTR* X*

* The Final TPR will be issued as a Draft Final Technical Report March 31, 2015. The final Technical Report, will be submitted by
April 30, 2015 (90 days after contract completion)

This section describes the Baseline, Build and Impact Metrics that KCP&L will report to the DOE. The
metrics apply to the total project supported by the DOE and KCP&L cost-shared funds. Baseline, Build,
and Impact Metrics are detailed in Appendix A Each table lists the metrics which are applicable to this
project, indicates the measurement units associated with the metric, and any notes.

2.1.4.3 Build Metrics — Measurement of Smart Grid Progress

KCP&L will report both project and system Build Metrics throughout the project for those Build Metrics
listed. Project Build Metrics pertain to only those assets deployed by and funded by this Project. System
Build Metrics pertain to all assets deployed on the KCP&L system, including Project assets.

The DOE developed a framework for reporting project Build metrics that organizes the reporting into
five categories: Monetary Investments; Electricity Infrastructure Assets; Policies and Programs; Job
Creation; and Marketplace Innovation. The following subsections present the build metrics that will be
reported for the KCP&L SGDP.

2.1.4.3.1 Electricity Infrastructure Asset Metrics
The Baseline and Build Metrics KCP&L will report for the Distribution infrastructure assets funded by the
ARRA and cost share are contained in Appendix A. KCP&L will report the system metrics for the
applicable smart grid assets that are already in place or will be deployed using non-DOE award funding
during the reporting period. Baseline and Build Metrics will be reported for the following assets
classifications deployed in the KCP&L Green Impact Zone SGDP:

o AMI Assets

e Customer Systems Assets

e Electric Distribution Assets

e Distributed Energy Resources

2.1.4.3.2 Policies and Programs

The Baseline and Build Metrics KCP&L will report for KCP&L’s pricing programs funded by the ARRA and
cost share are contained in Appendix A. KCP&L will report the system metrics for the applicable smart
grid programs that are already in place or will be deployed using non-DOE award funding during the
reporting period. Baseline and Build Metrics will be reported in the following table:

e KCP&L'’s Pricing Programs

2.1.4.3.3 Job Creation Reporting

KCP&L will track and report the number and types of jobs by labor category and SGDP project
classification, quarterly. In coordination with the DOE, jobs created and retained will be reported using
the appropriate DOE full-time equivalents (FTEs) calculation, resulting from both ARRA funding as well
as KCP&L's cost-share funds.
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2.1.4.3.4 Monetary Investment Reporting

KCP&L will report funds that have been expended for the deployment of the SGDP, quarterly. The report will include the DOE awards and the
cost share of all recipients. KCP&L will report investments related to the cumulative installed cost of equipment once the assets are deployed
and considered utility assets. Investments metrics that will be reported by KCP&L are highlighted in Table 2-7 below. Financial analysts will utilize
the KCP&L Financials System to determine or estimate the monetary investments related to the installation of equipment. KCP&L expects to
develop estimates for project management and oversight related to equipment installation, testing, and commissioning, and apply those
estimates to each category of investments as assets are installed.

Table 2-7: Applicable Monetary Investment Build Metrics ($000)

AMI \ Customer Systems

) . Customer Programmable| Participating
Monetary | AMI Back Office | Communication Customer Back In-Home Smart
Investment Systems Equipment AMI Smart Meters Office Systems Web Displa Appliances Controllable | Load Control

¥ quip 4 Portals play PP Thermostats Device

ARRA - - - - - - - - -
Cost Share - - - - - - - - -
Total - - - - - - - - -

Other Assets and Costs that do

not align with the categories listed above:

Electric Distribution

. Distributi N . Aut ted | C it R lat Fault
Monetary Back Office Istribution Communications Feeder Substation utomate . gr estlia 9r au
Management . . . . Feeder |Automation| Automation Current
Investment Systems Equipment/SCADA | Monitor/Indicator| Monitor . . . .
System Switches | Equipment | Equipment Limiter
ARRA - - - - - - - - -
Cost Share - - - - - - - - -
Total - - - - - - - - -

Other Assets and Costs that do

not align with the categories listed above:

Electric Distribution — Distributed Energy Resources (DER)

Monetary DER Communication DER/DG . Distributed Renewable Statiopz?ry Plug-i.n Plug-in Electric

Investment Interface/Control Equipment InterC(?nnectlon Generation (DG) DER Electricity Elec.trlc Cha.rge
Systems Equipment Storage Vehicles Stations

ARRA - - - - - - - -

Cost Share - - - - - - - -

Total - - - - - - - -

Other Assets and Costs that do not align with the categories listed above:
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2.1.4.3.5 Market Place Innovation Reporting

Based upon the review of the project proposal and discussions with the DOE, KCP&L does not believe
the Marketplace Innovation Build Metric pertains to this SGDP. Marketplace Innovation will not be
tracked and reported, but the SGDP will potentially create additional markets and opportunities that
KCP&L and its project partners can pursue.

e The customer facing SmartGrid technologies demonstrated will open the door to an
abundance of new products and services that will better allow customers to monitor and
manage their energy consumption.

e The next-generation grid management technologies and interoperability demonstrated
will provide new SmartGrid products and services that project partners can take to the
market furthering the ability of utilities to more economically evolve a more robust
SmartGrid.

2.1.4.4 Impact Metrics — Measurement of Smart Grid Impacts

In order to measure, evaluate, and report the performance of smart grid technologies implemented
through this project, KCP&L will prepare and submit Impact Metrics Reports semi-annually, in
accordance with the schedule in Table 2-6. Impact Metrics will consist of measured or calculated
characteristics of the functioning smart grid system throughout the project contractual period. These
metrics will enable trending and evaluation of technologies on an aggregate level by the DOE. Impact
Metrics to be reported are described in Appendix A according to the following classifications.

e AMI and Customer Systems
e Electric Distribution Systems
e Battery Energy Storage System

Depending on the Impact Metric to be reported and the availability of data, KCP&L will report either a
directly-observed project Impact Metric on project-only assets or will report system level impacts. Since
this project affects only a small portion of the KCP&L service territory and customers, noticeable impacts
are not expected at the system level. However, system level data may be used to estimate project level
metrics.

2.1.4.5 Demonstration Subprojects and Expected Benefits

The KCP&L SGDP includes various smart grid technologies that will be integrated and operated through
advanced automation and interfacing of back office systems. The primary project objective is to
demonstrate interoperability of these diverse systems and capabilities. As permitted, the KCP&L SGDP
will evaluate the performance of and benefits from the implementation of each individual subprojects.

The SmartSubstation subproject is intended to enable the following benefits:
e Improved real-time operating data on critical substation equipment will be provided that
will lower operating costs and improve reliability
o O&M cost of relay maintenance will be reduced
e Distribution automation will be enabled through the substation controller which leads to
reduced outage time and improved reliability to the consumer
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The SmartDistribution subproject implementation is intended to enable the following benefits:

e Improved service reliability by reducing the frequency and duration of sustained outages

e Reduced frequency of momentary outages

e Reduced operational expenses as many functions will occur automatically without human
intervention or be performed remotely without a field crew

e Reduced maintenance expenses by providing rich data to enable predictive and proactive
maintenance strategies

The SmartGeneration subproject is intended to enable the following benefits:

e Improve general or localized reliability through grid-connected storage and load
management
e Demand reduction on circuits equipped with DER/Solar/Battery

The Smart DR/DER Management subproject is intended to enable the following benefits:

e Reduce customer load during DR events through DERM execution of DR devices and
programs

e Reduced circuit/feeder load through select execution of demand response

e Defer investments in generation and transmission/distribution assets

The SmartMetering subproject is intended to enable the following benefits:

e Improved frequency of meter reads and flexibility of read scheduling by enabling
customers to select dates for turn on/turn off requests without associated field visits

e Improved accuracy of meter inventory and reduction in untracked meters

e Increased percentage of automated reads and reduced amount of stale reading within the
existing automated one-way meter reading system

e Increased percentage of near real-time outage notifications and power restoration that
would be supplied by a two-way metering system

e Ability to monitor power quality at the customer service entrance

e Provided real-time, two-way communication for DR program control initiation and
verification of program participation

The SmartEnd-Use subproject is intended to enable the following benefits:

e Reduced peak demand
e Reduced energy consumption
e Improved customer engagement and participation in DR programs

2.1.4.6 Smart Grid and Energy Storage Functions and Benefits

The KCP&L SGDP has been divided into five subprojects to demonstrate the expected benefits described
in the previous section. Details of each subproject are described above in
Section 2.1.4.5. During Phase 2 (Project Administration and Detailed Design) of the project, the KCP&L
SmartGrid Demonstration Team performed a detailed review of the SGDP technologies being
implemented and identified the DOE defined SmartGrid and Energy Storage Functions that will be
demonstrated within the scope of the project. Table 2-8 lists the Smart Grid Functions to be
demonstrated and analyzed by subproject.
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Table 2-8: Smart Grid Functions by KCP&L Demonstration Subproject

Demonstration Subproject

& c
S .2 o
. . I I (= = =
Smart Grid Functions T3 8| 2 ©
: T | @
8§ 2 £ 2|5
S |u| & a o
: et et = = =
Direct [ (] (5] © ©
support |5 5| & | &
Fault Current Limiting
Wide Area Monitoring, Visualization, and Control
Dynamic Capability Rating
Power Flow Control
Adaptive Protection
Automated Feeder Switching S D
Smart Automated Islanding and Reconnection S S D
Grid , Automated Voltage and VAR control D D
Functions
Diagnosis and Notification of Equipment Condition D D
Enhanced Fault Protection
Real-Time Load Measurement and Management D
Real-Time Load Transfer D
Customer Electricity Use Optimization D D
Distributed Production of Electricity
Storing Electricity for Later Use D

Each SGDP subproject will support one or more SmartGrid or Energy Storage Functions and in many
cases a SmartGrid or Energy Storage function will require the integration of technologies multiple
subprojects. Operational Test Plans have been developed for each applicable SmartGrid and Energy
Storage functions are described in Section 2.4 later in this document. These Operational Test Plans
establish linkages between the deployment of the technologies and changes in the performance of the
electric system and detail the operational testing steps, data to be collected, anticipated benefits, and
outline the analysis to be performed.

Smart grid benefits identified in Table 2-5 are realized by each Smart Grid Function according to the
matrix presented in Table 2-9 below.

2.1.4.7 Data Gathering and Benefit Quantification

Impact metric reporting and benefit quantification for the SGDP will be accomplished through a variety
of different tools and methods. This Project is diverse and will implement numerous smart grid
technologies and applications that will need to be evaluated in different ways. Benefits associated with
changes to how energy is used on the KCP&L system will be evaluated through the capture and analysis
of detailed interval usage data for all customers, circuits/feeders, and necessary equipment within the
project area. Benefits associated with operational efficiency will be evaluated through detailed
operational and automated event tracking contained within the various systems to be implemented.
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Table 2-9: Smart Grid Benefits Realized by SmartGrid Functions

Smart Grid Function

c |E
20 S |a >
S £ | B |E S
= s 2| E| o
= - [3]
S ZlelE |8 5=
-4 P (7] = € u— :I-l
< - e x |©° @ @ S} -
= |22 (2|8 |z |5 5|3
Smart Grid Benefits o | S| | 2|8 |8 |z | & | &
N ] T |2 s S -] >
= - 5 S |5 - 2|5 S s
Sleg|e| 2|2 |ggsc|l &l
- | 2| 5| o |d |2EwSl o g
] 2 2 g louc|leishl 8 wm
S E B E B2 Ecgs 3| %
I c 5|k 6 E| = £
= Direct Benefit g 35|22 |88 52|58 5|3
= Indirect Benefit S E | = | EgEefee)E |
Arbitrage Revenue*
Capacity Revenue*
Ancillary Services Revenue*
Optimized Generator Operation
Deferred Gen. Capacity Investments D D D
Reduced Ancillary Service Cost
Reduced Congestion Cost
. Deferred Trans. Capacity Investments
Economic
Deferred Dist. Capacity Investments D | D D D
Reduced Equipment Failures |
Reduced Dist. Equip. O&M Cost
Reduced Distribution Operations Cost D
Reduced Meter Reading Cost D
Reduced Electricity Theft D
Reduced Electricity Losses D D | | D D
Reduced Electricity Cost D D D
Reduced Sustained Outages D D | D | D
Reduced Major Outages D D D
Reliability Reduced Restoration Cost D | D
Reduced Momentary Outages
Reduced Sags and Swells
) Reduced carbon dioxide Emissions 1 1 1 | | | |
Environmental —
Reduced Emissions (SOy, NOy, PM-2.5) | | | | | | |
) Reduced Oil Usage D D |
Energy Security -
Reduced Wide-scale Blackouts

*These benefits are only applicable to energy storage demonstrations.

Interval and historical daily meter data for circuits and customers within the SmartGrid Demonstration
area will be accessed through KCP&L’'s DMAT. This web-based database will enable filtration and
selection of relevant meter data that may then be extracted and aggregated for load profile generation.
All accounts within the Project area will be tagged with relevant demographic information for efficient
and accurate filtration. Load profile generation, weather normalization, and comparative analysis will be
accomplished through the use of computational spreadsheet software such as Microsoft Excel.
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Operational metrics such as the tracking of events for specific incidents on specific equipment will be
recorded by the appropriate management system:

e Manual activities executed will be tracked by the Mobile Workforce Management System

e Automated substation and distribution circuit activities executed will be tracked by the
DMS/DCADA

e Various equipment failures and subsequent automated actions will be tracked by the
DMS/DCADA

e Qutages tracked by the OMS

e Compliance in DR events will be tracked by the HEMP

e AMI performance by the AMI Head-end and MDM system

e Grid-connected battery performance will be tracked through AMI metering, the inverter
and switchgear control system, and the battery data acquisition system

Usage and operational data will be gathered in accordance with the Operational Test Plans in Section 2.4
for each Smart Grid Function. KCP&L will then report data and impact metrics to the DOE as required. In
addition, KCP&L will attempt to quantify benefits associated with each Smart Grid Function in
accordance with Section 2.5. Benefit quantification will be focused on assessing the potential impact of
each Smart Grid Function on the KCP&L system. For example, KCP&L will attempt to quantify the
amount of demand reduction that is achieved by each demand response technology deployed by
comparing the hourly load profiles of each group during demand response events with weather-
adjusted hourly load profiles of the same group from a previous day. Impacts to overall energy usage
will be quantified through comparisons of daily, monthly, and annual load profiles of participant groups
with those of control groups for the same time period. Impacts to operations and reliability will be
qguantified by comparing numbers of experienced events to forecasted events based on historical data.
System average costs will then be applied to events reduced or increased.

2.1.4.8 Baseline Data for Impact Metrics and Benefits Assessment

The KCP&L Green Impact Zone SmartGrid Demonstration will demonstrate many diverse smart grid
technologies. Each application of those technologies will provide different benefits which will need to be
compared to appropriate baseline data. Therefore, multiple baseline development methodologies will
be required for of each impact metric within the project.

2.1.4.8.1 Historical Baseline Data
KCP&L will collect and report historical usage and system performance data on customers and assets
within the Project area:

e Historical usage data will consist of daily kWh readings, beginning February, 2010, as
collected by the KCP&L AMR system for all customers within the SGDP area. Additionally,
KCP&L has initiated 15 minute interval usage reading on approximately 6,000 customers
within the project area, the maximum allowed by the system, beginning July, 2010.

e AMI and interval metering will be near fully deployed by March, 2011, providing
additional interval data on all customers within the SGDP area prior to the project
observation period scheduled to begin in July, 2012.

e System performance data on the assets affected by smart grid technology deployment will
consist of five years of operational statistics such as SAIDI, SAIFl, MAIFI, CAIDI, and known
incidents and outage events.
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Interval data for all customers within the SGDP area will be collected through the AMI system
throughout the duration of the project and will be reported to the DOE at each reporting milestone
(semi-annually) in the form of hourly usage data grouped by customer class and sub-class. In some
cases, this data may be utilized to generate historical baselines by which to compare project usage data.

2.1.4.8.2 Baseline Methodology for Automated Operations

Some smart grid applications will automate operational activities that were previously accomplished
manually. For these applications, baseline data will consist of a forecast of estimated manual activities
that KCP&L expects would have occurred on the applicable assets if smart grid technologies were not
implemented. These forecasted estimations will be based on historical manual activity information
available within KCP&L'’s historical records, specific to the relevant assets within the project area. Actual
automated and manual actions that occur within the project area and during the project period will be
recorded and compared to these baselines.

2.1.4.8.3 Baseline Methodology for Reduced Event Occurrence

Some smart grid applications will reduce distribution system equipment failures through monitoring and
automated switching. For these applications, baseline data will consist of a forecast of estimated failure
events that KCP&L expects would have occurred on the applicable assets if smart grid technologies were
not implemented. These forecasted estimations will be based on historical failure event information
available within KCP&L'’s historical records and outage management system, specific to the relevant
assets within the project area. Actual monitoring and subsequent avoidance activities will be recorded
and compared to these baselines.

2.1.4.8.4 Baseline Methodology for Changes to Energy Consumption

Some smart grid applications will reduce overall energy consumption on the system or enable enhanced
customer information that will empower customers to control and conserve energy consumption. These
impacts occur continuously and are not isolated to discreet events. For these applications, baseline data
will consist of hourly, daily, and monthly load profiles for control groups of similar customers that do not
have access to or choose not to participate in the relevant smart grid technology and information.
Control group load profiles will cover the entire project duration and the data will be acquired through
the existing AMR and newly deployed AMI and MDM systems that KCP&L is implementing as part of this
project for all customers within the project area. Impacts of these energy conservation applications will
be contained in required periodic reports to the DOE under the customer hourly load metrics for various
customer classes and sub-classes.

2.1.4.8.5 Baseline Methodology for Demand Response Events

Other smart grid applications will reduce system peak load and energy consumption during scheduled
and discreet events to accomplish temporary system, circuit, or customer demand reduction. Demand
reductions may be executed for either economic value (sold into capacity markets) or to improve system
performance and reliability (relieve distribution system congestion). For these applications, event
baseline data for evaluation will consist of weather-normalized hourly load profiles for applicable
equipment and event participants from either a previous similar day or from a proxy day or a control
group. Baseline load profiles will be calculated as hourly average load for applicable equipment, assets,
and groups of smart grid technology participants for each demand reduction event. Actual average load
profiles for day of an event will be compared to the baseline load profiles. Demand response impact
analysis results for events associated with this project will be summarized in technical performance
reports to the DOE.
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2.2 SYSTEMS IMPLEMENTATION

The KCP&L SGDP is based on deploying an integrated end-to-end solution, illustrated in Figure 2-17
below, that demonstrates interoperability across the five (5) SmartGrid subproject components that
included eight (8) major new back office distribution control, systems (AMI, MDM, HEMP, DMS, OMS, D-
SCADA, DERM, & VCMS), five (5) existing legacy back office systems (CIS, ALNK, DMAT, GIS, & OMS) and
numerous substation and field automation controllers. The implementation of these systems is
summarized in the following sections.

Figure 2-17: KCP&L SmartGrid Demonstration Systems Integration
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The implementation of the SGDP systems was carried out using a disciplined project management
approach, through a collaborative effort between leadership and cross-functional and individual
subproject implementation teams. The SmartGrid Demonstration Leadership was provided by members
of a Partner Leadership Team, Program Director, and members of the KCP&L Executive Advisory Team.
The KCP&L SGDP Management Plan 71 8 091200 pat was approved by the DOE and revised annually by
the project PMO staff.

Each cross-functional and subproject had an assigned lead that reported to the Program Management
Director. Each subproject implementation team was required to utilize a disciplined project
management approach to provide integration into the overall program management responsibilities and
deliverables. The Program Director provided project management requirements, guidance, oversight
and had overall responsibility for the direction and performance of the project. The Program
Management Director, PMO staff, and Implementation Team Leads provided periodic updates to the
Partner Leadership Team and the KCP&L Executive Advisory Team.
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2.2.1 SmartMetering
The SmartMetering subproject deployed a state-of-the art integrated AMI and MDM solution. The
following subsections summarize these system implementations.

2.2.1.1 Advanced Metering Infrastructure

Figure 2-18 illustrates the Landis+Gyr Gridstream AMI system and FAN infrastructure components
implemented as part of the SmartMetering subproject.

Figure 2-18: L+G Gridstream AMI Command Center and FAN

2.2.1.1.1 Build

The KCP&L Demonstration AMI System was deployed over an approximately nine month period
beginning in October, 2010 and ending in June, 2011. The implementation consisted of the deployment
of smart meters to all customers within the project area, installation of an AMI Head-End (Command
Center) to manage information traffic and meter endpoint registration, the deployment of a wireless
communication network to connect meter endpoints to the AMI Head-End, and the integration of the
AMI Head-End to KCP&L back office systems.

The KCP&L Demonstration AMI System network and endpoints were deployed over approximately a
nine month period with additional project planning and software maintenance activities stretching the
entire project out to approximately two years as is shown in Figure 2-19.

Figure 2-19: KCP&L SmartGrid Demonstration Project AMI Deployment Timeline

’Task Name Start Finish 5810 2011 Boi3 I
o1 (G2 |03 04 (@1 |02 |03 |04 1 |02 |43 |04
SmartMetering Implementation Mon 211110 Fri 3/30/12| Gnnnd)
SmartMeter Partner Project Management Mon 211110  Mon 13111 | s
SmartMetering Project Planning Tue 31210  Fri 12130111
SmartMetering Project Design/Development Mon 31110 Mon 1031111 S
SmartMetering Deployment Tue 6/1/10 Fri 3118111 [S—
SmartMetering System Acceptance Mon 12/127M10 Fri 3130112 ———
Prepare SmartMetering Implementation Report Wed6MM1M11  Fri11M1111 —
Command Center (AMI Headend) Upgrades Mon 516/11  Fri 10121111 [ S—i
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2.2.1.1.1.1 Hosted AMI Head-End Solution

KCP&L chose to implement the Gridstream AMI Head-End system, Figure 2-20, as a managed-service
and hosted-platform, with Landis+Gyr hosting the backend servers and systems and capturing meter
reads to meet contractual performance criteria.

Figure 2-20: AMI Head End - L+G Gridstream Command Center
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For the demonstration development/lab environment, KCP&L implemented the Gridstream AMI head-
end internally within the KCP&L internal systems development infrastructure to facilitate the
application, web, and external integration needs of the lab AHE and other systems.

An AMI lab was built-out in KCP&L facilities featuring AMI collectors, routers, and over 25 meters
associated to development CIS accounts to emulate real-life customer meters. This lab was used to test
all aspects of AMI from a project-perspective, including system-to-system integration, AHE-to-
SmartMeter testing, and SmartMeter-to-HAN device testing.

2.2.1.1.1.2 AMI RF Network Build-Out

KCP&L used internal construction crews, assisted by L+G personnel, to deploy the communications
network. Collectors, illustrated in Figure 2-21, were installed at the Midtown Substation in the SGDP
area and on a transmission pole near the future site of a new substation just north of the area. One
collector communicates via a fiber-based network and the other via a wireless network. Landis+Gyr
provided an optimized network installation guide for the routers within the FAN. Routers were installed
on distribution feeder poles where possible.
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Figure 2-21 Installed AMI FAN Infrastructure

2.2.1.1.1.3 AMI Meter Exchange

SmartMeter installers for the project were hired through a third party from the SGDP area. This was in
line with KCP&L's commitment to hire and train local labor as one of the overarching themes of the
Green Impact Zone. These employees were given training on basic electricity, proper residential
metering configuration, meter exchange procedures, workplace safety, and customer service. KCP&L
journeymen meter technicians deployed all 3-phase meters in the SGDP area due to their expertise and
high level of safety awareness.

Meter reading routes were selected for the determined project geographic area. Prior to
implementation, KCP&L conducted a route audit to check for safety concerns, determine accessibility
issues, identify non-standard and A-base meter enclosures, and identify potential customer concerns.
During KCP&L’s previous Automated Meter Reading (AMR) deployment, A-base meter sockets were
used to retrofit many legacy meter types housed within meter enclosures. Minor safety issues (e.g.
meter seals missing, diversion issues, etc.) were identified and corrected prior to beginning the
installation of SmartMeters.

Through pre-deployment testing, KCP&L Measurement Technology staff determined that the greater
physical depth of the SmartMeter would not allow the meter enclosure cover to close properly on many
of these installations. KCP&L contracted with Milbank, a local Kansas City meter socket manufacturer, to
design and construct modified covers for those legacy meter enclosures.

V1.0 04/30/2015 @ Page 107

energizing life



KCP&L Green Impact Zone SmartGrid Demonstration Final Technical Report

Meters were installed according to sequential routes established by KCP&L. Installers used hand held
computer devices to record old meter numbers and readings, latitude/longitude of each smart meter
service point, and a picture of both the old and new meters. All new meter identification information
was captured and data was uploaded and sent to KCP&L electronically at the end of each day of
installation. This helped ensure data transfer was accurate and the pictures assisted in investigations
and resolutions of issues that arose.

2.2.1.1.2 Integration

KCP&L utilized use case development to define the AMI system functionality and system-to-system
integration requirements early on in the design process. These use cases help define scenarios to be
addressed and the systems that are involved, the standards used for the interfaces between systems,
and the message formats and payloads required for these interfaces to achieve these scenarios
successfully.

KCP&L chose a two-phase approach to the AMI integration implementation. The first phase included
point-to-point interfaces between the AHE, the Legacy CIS, the Legacy OMS, and the HEMP to ensure a
quick, but functional initial system stand-up. This first phase utilized existing legacy interfaces that were
already being used by the Legacy AMR system in an effort to reduce impact on KCP&L Production
systems and processes, such as billing in the Legacy CIS and outage/restoration analysis in the Legacy
OMS.

The second phase focused on standing-up new SmartGrid interfaces between the AHE and other
SmartGrid systems, including the MDM, HEMP, and DERM, utilizing an Enterprise Service Bus (ESB)
approach for message routing and transformations. This approach is an alternative to point-to-point
interfaces and provides KCP&L greater flexibility in control of message routing and system interfaces by
bringing all transactions in-house and removing direct interfaces between systems.

An overview of AHE system-to-system interfaces and applicable messages is illustrated in Figure 2-22.

Figure 2-22: KCP&L SmartGrid Demonstration Project AHE Integration
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The integration touch points for the AMI are as follows:

A. Outage/Restoration Event notification initiated from SmartMeters to MDM and sent from
MDM to OMS. This is an IEC 61968 CIM-formatted event message used to notify MDM (and
OMS) of an outage or restoration event occurring at a SmartMeter.

B. Power Status Verification request-reply initiated from OMS to MDM and sent from MDM
to AHE in the form of an On-Demand Read request-reply. This is an IEC 61968 CIM-
formatted request-reply used to verify power status (On, Unknown, or Service
Disconnected) at a target SmartMeter.

C. General Event notification initiated from AHE to MDM. This is an IEC 61968 CIM-formatted
event message used to notify MDM of various MDM-supported events (using the
corresponding CIP 4-part IDs) that occur within the AMI system. MDM can then log these
events and/or route them to other subscribing systems.

D. Remote Service Order request-reply messages, including On-Demand Read and Remote
Service Connect/Disconnect, initiated from CIS to MDM and sent from MDM to AHE. These
are IEC 61968 CIM-formatted request-reply messages used to get on-demand reads and
execute remote service connect/disconnects on eligible target SmartMeters.

E. Daily Register and Interval Read data initiated from AHE to MDM. This is California
Metering Exchange Protocol (CMEP)-formatted data sent hourly to be stored in the meter
usage data repository and used for TOU billing determinants.

F. Daily Register and Interval Read data initiated from AHE to DMAT. This is CMEP-formatted
data sent daily to be used for load research.

G. Daily Register and Interval Read data initiated from AHE to CIS via a middleware database.
This is CMEP-formatted data sent daily to be used for billing determinants.

H. Database Maintenance (DBMAINT) process messages and integration calls initiated from
the CIS DBMAINT process. This DBMAINT process is used to keep CIS and AHE in-sync for
customer records, service connectivity, and meter deployment/exchange purposes.

I.  Estimated Bill True-Up and Consumption Pricing messages initiated from CIS to AHE. These
daily notifications are used to update estimated bill true-up information on customer IHDs
and consumption pricing information on customer IHDs and Stand-alone PCTs.

J.  Power Outage Analysis (POA) messages initiated from AHE to Legacy OMS and Restoration
Verification Analysis (RVA) messages initiated from Legacy OMS to AHE. These are
MultiSpeak-formatted messages used for outage and restoration analysis within Legacy
OMS.

K. Estimated Bill True-Up messages initiated from AHE to IHDs. These “tunnel text messages”
are ZigBee SEP 1.0-formatted messages sent daily to update customer IHDs with up-to-date
estimated billing information.

L. Consumption Pricing messages initiated from AHE to IHDs. These “tunnel text messages”
are ZigBee SEP 1.0-formatted messages sent daily to update customer IHDs with pricing so
the IHD can display real-time consumption cost information.

M. Consumption Pricing messages initiated from AHE to Stand-alone PCTs. These “tunnel text
messages” are ZigBee SEP 1.0-formatted messages sent daily to update the PCT with
pricing information.

N. Demand Response Event requests initiated from AHE to AMI-based DR assets (Stand-alone
PCTs for this project) via SmartMeters, and Event Opt-Out/Opt-In replies initiated from
AMI-based DR assets to AHE via SmartMeters. These are ZigBee SEP 1.0 -formatted
request-reply messages used to notify AMI-based DR assets of creation, modification, or
cancellation of impending DR events and to notify AHE of AMI-based DR asset event
participation status.
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O. Get Device Info request-reply initiated from HEMP to AHE. This is an IEC 61968 CIM-
formatted request-reply used to gather HAN device information for AMI-based DR assets
(Stand-alone PCTs).

P. Demand Response Event request initiated from HEMP to AHE, and Event Opt-Out/Opt-In
reply initiated from AMI-based DR assets (Stand-alone PCTs for this project) to HEMP.
These are IEC 61968 CIM-formatted request-reply messages used to notify AMI-based DR
assets of creation, modification, or cancellation of impending DR events and to notify
HEMP of AMI-based DR asset event participation status.

Q. Consumption Pricing and Billing True-Up messages initiated from HEMP to AHE. These
“tunnel text messages” are sent daily to update customer IHDs with real-time per-kWh
consumption pricing information and up-to-date estimated billing information.

R. Daily Register and Interval Read data initiated from AHE to DERM. This is CMEP-formatted
data sent daily to be used for customer load profile baselines within DERM.

2.2.1.1.3 Post-Implementation Operational Issues

Throughout the SGDP, numerous upgrades to the AMI system and SmartMeters were executed to add
support for project-necessary functionalities and increase overall performance of the AMI system as a
whole. The upgrades were performed on an as-needed basis, with careful planning and scheduling in an
effort to reduce impacts on AMI performance and system-to-system interfaces, and were first tested in
the Development environment to verify the upgrades prior to moving them to Production.

e Command Center 5.0 Upgrade — As the first major functionality-based upgrade, the move
to Command Center 5.0 included many key components that are functionality
cornerstones of AMI portion of the SGDP. Security improvements implemented core
security requirements for the AMI implementation including security configuration
tokens, RF traffic encryption keys, and AMI system security modes with varying degrees of
security. The upgrade added support for CIM-compliant meter event messages to further
simplify system-to-system integration. Furthermore, CIM-based interfaces for on-demand
meter reading, meter disconnect/reconnect, and bulk meter reading were added to the
AMI system integration core. This upgrade was performed in the summer of 2011.

e Command Center 5.1 Upgrade — Primarily, the Command Center 5.1 upgrade added the
much-needed benefit RF broadcast commands. This functionality allows for commands,
meter programs, and firmware upgrades to be sent to large groups of meter based on
meter type, firmware versions, and other criteria, as opposed to the having to leverage
commands sent to meters one-by-one or to predefined groups of meters. This significantly
reduced the time and manual effort required to execute meter program updates and
firmware upgrades to large groups of SmartMeters.

Added support for new peripheral software aimed to improve performance and
integration with other SmartGrid systems. Additionally, performance-tuning within the
back office server software and RF collector, router, and endpoint firmware helped
improve latency issues that were seen on previous releases. This upgrade was performed
in the fall of 2011.

e Command Center 5.6 Upgrade — On the performance side, the Command Center 5.6
added support for Oracle 11g to improve load balancing and database performance. Also,
the memory utilization within the SmartMeter was improved which helped mitigate
potential storage, processing, and communications issues.

On the end-use side, the improved utilization of memory within the SmartMeter also
corrected an issue seen when multiple demand response replies were sent from HAN
devices in a short period of time. Support for the Smart Energy Profile 1.1 stack was added
enabling the use of added features in SEP 1.1. An interface for third-party DR event
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processing was also added to enable the AHE to receive DR event requests from external
systems and send DR event response back to the requesting systems. This upgrade was
performed in the summer of 2012.

e Command Center 5.7 Upgrade — The Command Center 5.7 upgrade brought about
additional performance enhancements. These enhancements have the added benefit of
improving the AMI system scalability, if needed in the future. This upgraded included RF
mesh improvements for more efficient network routing and improved outage and
restoration reporting. It also included full 64-bit server support on the back end to
improve memory utilization and message queuing from field collectors.

The upgrade also added support for more CIM-based event messages and updated 4-part
IDs for CIM 2.0 compliance. Additionally, CIM-based support was added for Power Status
Verification using a modified on-demand read request-reply that can be issued to
SmartMeters regardless of the SmartMeters last-known status in the AHE. This upgrade
was performed in the spring of 2013.

e Command Center 6.0 Upgrade — The decision to upgrade to Command Center 6.0 was
primarily driven by the needs of KCP&L's AMR/AMI Refresh Project that ultimately is an
expansion of the AMI system that has been implemented as a part of the SGDP. To
facilitate a smooth transition from the Legacy KCP&L AMR system to the newly
implemented AMI system, KCP&L is deploying AMR-AMI concentrator node into the AMI
RF mesh that will route both AMR and AMI traffic accordingly during the three-year AMR-
AMI meter exchange process. This AMR-AMI routing capability is a new functionality for
the Gridstream RF mesh, and Command Center 6.0 adds necessary layered-routing
support for these new AMR-AMI concentrator.

In addition, the strict security requirements defined for the SGDP include added security
and encryption features that are not included in the Legacy AMR system. Thus, Command
Center 6.0 adds the capability to provide both strict security and encryption on the AMI-
side while maintaining the more relaxed security on the AMR-side in the new AMR-AMI
concentrator nodes. This upgrade was performed in the winter of 2013-2014.

2.2.1.1.4 Lessons Learned
Throughout the build, integration, and daily operation of the AMI system, numerous considerations
were realized and should be noted for future implementations. These Lessons Learned are as follows:

e KCP&L had a very successful AMI deployment in terms of customer reaction and
satisfaction due to strong and deliberate education effort through grassroots
communication paths (goal of 10 touch points prior to installation) and a “white glove”
installation approach for GIZ (3300 meters) that included a welcome packet, a knock on
the door, and an IHD offer. For the entire SGDP area, each installation included a door
knock to inform the customer of their smart meter installation occurrence and to ensure
safety of the installer, the customer, and the home. Also, KCP&L met with concerned and
objecting AMI customers face-to-face to discuss their concerns. This helped ensure a full
deployment of AMI meters to all service points within the project area.

e The choice to select a relatively unskilled workforce resulted in time delays, quality
sacrifices, and a reduction in quality and consistency of customer interactions.
Additionally, there was a high turnover of that unskilled workforce. Positively, this
selection resulted in significant goodwill due to local job creation and local knowledge of
the installers.

e A pre-implementation meter audit to identify safety, theft, and non-standard situations
was effective and necessary but could have been executed more robustly with increased
detail and more organization. This ancillary information could have significantly improved
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the efficiency of the installation process. For example, non-A-based cans were not
accurately identified resulting in wasted trips to premises by installers. FOCUS AX meters
cannot be installed in these cans resulting in KCP&L needed to decide if/how to replace
cans which are technically owned by the customer.

e The IHD offering in conjunction with meter installation resulted in goodwill but created
some technical and user challenges. For example, device installation codes need to be
correlated with the proper meter IDs to ensure communications between the IHD and the
meter. This requires strict attention to detail when recording codes and meter IDs. Also,
the meter-to-device associations need to be made in a timely manner and could have
benefited from a more hands-on provisioning process instead of relying on the customer
to contact KCP&L support to finish the device pair process.

e Selection of a current vendor partner for AMI resulted in beneficial treatments such as
ensured meter quantities despite industry shortage (supply/demand), pre-established
relationships with open communications, a local project manager that could react to
issues quickly, and meter-to-cash executed very successfully due to vendor knowledge of
KCP&L systems, metering, and billing processes.

e Installation of AMI communications hardware, such as collectors and routers, on utility
electric service assets helped ensure the hardware received power most or all of the time.
Devices were not installed on light poles, as light poles are the last priority for outage
restoration.

e |Installers used handheld digital devices to capture bar codes of old and new meters at
each premise to enable accurate and immediate tracking of installation progress and
issues. Unskilled workers struggled to use these devices properly at times, but the devices
were still an extreme improvement over manual paper or spreadsheet tracking.

e Expedited timeline and non-sequential deployment process resulted in some oversights
regarding software quality assurance and version control issues that resulted in
inadvertent disconnects on a small set of customers.

e The importance of clear and frequent communications between the utility and the AMI
vendor and the SmartEnd-Use vendors cannot be underestimated. Technology and device
references, including device installation codes, must be consistent or robustly mapped
between vendors. Discrepancies often led to some confusion with the implementation of
IHDs and other HAN devices. Full disclosure of issues between the vendors regarding
technology and schedule risks provided increased confidence and more efficient issue
resolution.

e System software and meter firmware upgrades must be highly-coordinated to ensure
timely delivery and thorough completion of all upgrades.

e As illustrated by the number of upgrades performed over the course of the project, the
team has come to realize the routine AMI system and meter firmware upgrades will be a
way of life for enterprise deployments. This was not the case for the legacy AMR system.
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2.2.1.2 Meter Data Management

Figure 2-23 illustrates the complex nature of the Siemens eMeter MDM implemented as part of the
SmartMetering subproject.

Figure 2-23: EnergylP MDM Application Components
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2.2.1.2.1 Build

The KCP&L MDM system was deployed during Q1 2012 using the eMeter EnergylP 7.2 software platform
hosted by Siemens at their Customer Pilot Hosting Environment (CPHE) in Houston, TX. Initial interfaces
were built between the MDM and KCP&L'’s internal CIS system and SmartGrid Middleware to deliver
service point information and meter read data to the MDM. Additional interfaces were added following
the initial launch to provide interactive two-way capabilities for Time-of-Use billing, remote service
order processing, outage/restoration events and other meter events involving MDM, CIS, the AHE and
Enterprise Service Bus (ESB). All meter read data (15 minute intervals and daily register reads) from the
beginning of the AMI rollout in October 2010 is stored in the MDM system.

2.2.1.2.1.1 Phase 1 - Initial Launch

The MDM was implemented jointly by KCP&L and Siemens in three major phases, each made up of
several subprojects. Phase 1 consisted of the initial launch of the system and key interfaces as well as
the load of all historical meter read data from October 2010 through March 2012; this phase completed
in March 2012. The MDM work necessary to support TOU billing was completed as part of this phase.

Preliminary scoping workshops were conducted in mid-2011 with development and configuration
beginning in earnest in September. A key element was the stand-up of Siemens Customer Pilot Hosting
Environment in Houston; this was the first time that eMeter or Siemens had implemented an eMeter
installation in a Software-As-A-Service (SaaS) model. This included an internal Siemens-only
Development environment as well as Test and Production environments that are connected to the
corresponding KCP&L systems.
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Basic configuration of the MDM included Validation, Estimation and Editing (VEE) settings, the various
meter data services that process information within the MDM, all of the field values necessary to
operate, configuration of the system calendar (bill cycles, holidays, etc. ), user setup and security
configuration. The TOU rates, calendar and usage framing setup work was also performed during this
initial round of configuration activity.

KCP&L and Siemens implemented a number of core interfaces during this initial phase. They included
the “FlexSync” interface to transmit incremental changes in service point information from CIS to MDM
to keep the two systems in-sync with CIS acting as the system of record. KCP&L was the first customer to
implement the “FlexSync” method instead of the traditional “batch” synchronization method that would
send a full set of service point information for all customers on a regularly scheduled basis.

Meter reads are being sent to the MDM from the AHE via a secure file transfer process that transmits
the register read file once daily with all 14,000 reads; the 15-minute interval reads are sent on an hourly
basis to the MDM with approximately % of the meters sending four hour blocks of intervals every hour
which results in roughly 56,000 reads being sent every hour from AHE to MDM in the SmartGrid
Demonstration Zone.

The final interface delivered during this phase was the “Pull Billing” interface that KCP&L is using to
retrieve daily framed usage totals to be used in billing TOU customers. The “Pull Billing” interface uses
the standard MDM interface in a non-traditional manner by pulling daily “Off-Cycle, Informational”
reads instead of the standard monthly billing determinants; these daily totals are then fed through
KCP&L's SmartGrid middleware where they are converted into virtual daily dial reads that can be used
by the legacy CIS system for billing the TOU customers.

The final component of Phase 1 involved loading both service delivery point information and meter read
data to the MDM system. Using the FlexSync process, KCP&L loaded approximately 14,000 records that
included customer, account, service delivery point, premise and meter data to establish the appropriate
and corresponding information within the MDM. All relationship records between these various data
sets were loaded as of January 2012 and did not include any historical changes — i.e. move-ins/outs,
meter exchanges, etc. that may have occurred from the beginning of the SGDP and AMI roll-out in
October 2010. Once these service delivery points’ records were fully loaded, KCP&L and Siemens then
loaded the set of historical AMI data from October 2010 onward. By the time this load was completed in
March 2012, approximately 5.8M historical daily register reads and 550M historical 15-minute interval
reads had been loaded into the MDM. The ability to load this was aided by Landis+Gyr’s willingness to
retain the data longer than would typically be held during the gap between AMI roll-out and MDM
stand-up and by Siemens flexibility in developing a load process; per the vendors, an MDM is typically
implemented at the start of an AMI roll-out so that the data can begin loading from the onset.

2.2.1.2.1.2 Phase 2 - ESB Integration

The second phase of the MDM implementation took place over the middle and latter part of 2012. This
phase focused on improving the security of the end-to-end system by moving the MDM and its
interfaces to a VPN tunnel, as well as adding integration of the MDM with the ESB to allow KCP&L to
take advantage of the various workflow, service order, and event management capabilities provided by
the MDM. This phase completed in November 2012.

While preliminary workshops occurred in February 2012, work began in earnest in the April/May 2012
timeframe with a preliminary security assessment as well as a set of detailed Joint Design Sessions (JDS)
that were hosted by KCP&L and included participation from the Siemens delivery team and
eMeter/Siemens architects, as well as technical and project management support from Landis+Gyr and
Intergraph.

V1.0 04/30/2015 T Page 114

energizing life



KCP&L Green Impact Zone SmartGrid Demonstration Final Technical Report

Integration with the KCP&L SmartGrid ESB was one of the main development activities for both KCP&L
and Siemens during Phase 2 of the MDM Implementation. The KCP&L ESB development provided
interfaces between the MDM and CIS, OMS, AHE. Collectively, these interfaces support three different
business processes. Siemens supported this integration work by implementing the eMeter L+G 5.1
Adapter (IEC61968-9 Version 1 compliant) which faces the AHE and supports receipt of outage,
restoration and general meter event messages and the handling of remote connect/disconnect and on-
demand read commands. Between CIS and MDM, to support the transmission of remote connect,
remote disconnect, and on-demand read commands from CIS to the AHE, Siemens developed the
“CIM2AG” adapter (IEC61968-9 Version 2 compliant) for transmitting messages between the EnergylP
Activity Gateway and KCP&L’s ESB. Between OMS and MDM, Siemens developed the “OMS2CIM”
adapter (IEC61968-9 Version 2 compliant) which currently supports transmission of Outage/Restoration
events via the ESB to OMS. Configuration of the MDM was also performed by Siemens to support the
necessary workflow for translation and management of the remote service orders as well as the outage
and restoration events. General meter events (non-outage, non-restoration) are simply logged in the
MDM for future analysis.

2.2.1.2.1.3 Phase 3 - Wrap-Up

The final phase of the MDM Implementation was completed in July 2013. Major elements completed in
this phase can be broadly grouped into two categories: Functionality and Operational Support.

The category of “Functionality” includes both internal MDM configuration as well as some additional
interface work between the MDM, ESB and other KCP&L SmartGrid Systems. The eMeter L+G Adapter
was upgraded from the originally implemented 5.1 Adapter to the newer 5.7 Adapter; this enabled
support for the Power Status Verification (PSV) interface between the OMS system and AMI
infrastructure and also resolved outstanding defects in the original 5.1 adapter that KCP&L had
identified. The PSV project enables the OMS system to send a PSV request message via the ESB to MDM
where it is translated to the appropriate message type and then sent on to the AMI system for response.
MDM provides workflow management for this process.

Interval data is at the core of two additional work packages — the aggregation of interval data for load
research by KCP&L as well as the delivery of post-VEEed interval data from MDM to downstream
systems such as the HEMP, DMAT and DERM. Configuration to deliver both of these outputs was
performed in the MDM. While testing the delivery of post-VEEed data process, it was discovered that
historical gap filling and the re-VEE of data caused data synchronization problems for many of the
downstream systems and would cause adverse impacts to some of the existing downstream workflows,
therefore KCP&L decided not to move forward with delivering this post-VEEed data to downstream
systems.

A final set of functionality expanded the remote service order capability delivered in phase 2 to include
remote disconnects and reconnects related to non-payment by customers; the majority of this work was
performed in the CIS system to identify these customers whereas MDM re-used the existing workflow
and support testing.
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2.2.1.2.2 Integration
An overview of MDM system-to-system interfaces and applicable messages is illustrated in Figure 2-24.

Figure 2-24: KCP&L SmartGrid Demonstration Project MDM Integration
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AHE
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The integration touch points for the MDM are as follows:

A. Customer Information data initiated from CIS to MDM. Also known as “FlexSync”, this
incremental data is used to keep CIS and AHE in-sync for customer records, service
connectivity, and meter deployment/exchange purposes.

B. Billing Determinant data initiated from MDM to CIS. This data is requested daily by CIS and
is used to update CIS with proper billing determinant information for TOU customers
including summer On-Peak, summer Off-Peak, and winter Off-Peak consumption data.

C. Remote Service Order request-reply messages initiated from CIS to MDM. This consists of a
single IEC 61968 CIM-formatted service order request from CIS to MDM and a single IEC
61968 CIM-formatted service order reply from MDM to CIS once the service order has
been executed between MDM and AHE. See Item E. below.

D. Daily Register and Interval Read data initiated from AHE to MDM. This is California
Metering Exchange Protocol (CMEP)-formatted data sent hourly to be store in the meter
usage data repository and used for TOU billing determinants.

E. Remote Service Order request-reply messages, including On-Demand Read and Remote
Service Connect/Disconnect, initiated from CIS to MDM and sent from MDM to AHE. These
are IEC 61968 CIM-formatted request-reply messages used to get on-demand reads and
execute remote service connect/disconnects on eligible target SmartMeters. See Item C.
above.

F. General Event notification initiated from AHE to MDM. This is an IEC 61968 CIM-formatted
event message used to notify MDM of various MDM-supported events (using the
corresponding CIP 4-part IDs) that occur within the AMI system. MDM can then log these
events and/or route them to other subscribing systems.

G. Power Status Verification request-reply initiated from MDM to AHE in the form of an On-
Demand Read request-reply. This is an IEC 61968 CIM-formatted request-reply used to
verify power status (On, Unknown, or Service Disconnected) at a target SmartMeter. See
Iltem I. below.

H. Outage/Restoration Event notification initiated from SmartMeters to MDM. This is an IEC
61968 CIM-formatted event message used to notify MDM of an outage or restoration
event occurring at a SmartMeter.
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I.  Power Status Verification request-reply initiated from OMS to MDM. This is an ESB-
translated request-reply used to verify power status (On, Unknown, or Service
Disconnected) at a target SmartMeter. See Item G. above.

J. Outage/Restoration Event notification initiated from MDM to OMS. This is used to notify
OMS of an outage or restoration event occurring at a SmartMeter.

2.2.1.2.3 Post-Implementation Operational Issues

Following the standup, integration, and preliminary testing of the MDM system, numerous post-
implementation operational issues needed to be mitigated and considered. These issues included the
following:

e VPN connection has periods of instability; there is not a redundant connection, so when
the tunnel is down, the MDM system is inaccessible. For future off-site hosting, redundant
connection should be implemented similar to what was done with the L+G MPLS
connection.

e Siemens has experienced several power outage and connectivity issues with their hosting
solution. While the solution was only built to support this as a “demonstration”, it
underscores the need for a robust hosting solution including redundant power supplies
and redundant lines of communication.

e The MDM system appears to have a “race” condition within its order processing when
handling Remote Service Orders. The MDM receives an “asynchronous” response for On-
Demand Reads from the AHE and has to do two things with this data. (1) MDM writes the
read value to an internal table; (2) MDM updates the status of the open order which
triggers the response message to KCP&L's CIS+ system. There does not appear to be
anything internal within the MDM that forces #1 to happen prior to #2, so the CIS
regularly receives a response that does not have a meter read value included. Upon
investigation, the read value can be seen in MDM, hence the belief by KCP&L that a “race”
condition is occurring. Siemens has been unable to identify or resolve this issue.

e Daylight savings time (both “spring forward” and “fall back”) has caused issues with
system processing on both the KCP&L side as well as the MDM side.

— The MDM product required a bug fix to resolve an issue on the “fall back” date where
it wouldn’t allow the load of a file with 100 intervals instead of the regular 96. This
was resolved in 1Q 2013 and ran successfully in November 2013.

— The MDM product doesn’t handle the “standard” CMEP format file on the “spring
forward” date which sends a file with only 92 intervals. Since MDM is expecting 96
intervals, it estimates the missing 4 intervals. L+G has an “enhanced” CMEP format,
however the Siemens MDM does not accept that format with its current adapter. This
was handled manually by KCP&L team members for 2013 and the same approach will
be used to handle this in 2014.

- KCP&L interface sends a date/time stamp on pull billing requests for TOU; KCP&L
development resources were unable to successfully deploy a working fix to modify the
“UTC” value sent over on the days when the daylight savings time change occurs, so
the requests had to be manually resubmitted. The manual workaround will be used to
support the remaining DST changes.

o  KCP&L primarily used contract resources to implement the interfaces to MDM. Once these
resources rolled off, the internal team members were left to support solutions that were
not within their primary area of expertise and which were not the KCP&L target state
solution. This has made it more difficult to troubleshoot issues.
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2.2.1.2.4 Lessons Learned
Throughout the build, integration, and daily operation of the MDM system, numerous considerations
were realized and should be noted for future implementations. These Lessons Learned are as follows:

e Industry standards were not readily available from vendors to support interoperability; in
every case (MDM, OMS, and AHE), KCP&L was required to have either KCP&L, project
vendors, or both perform custom development work to support these standards, despite
the claim that the vendor systems were supposed to be standards compliant.

e For future off-site hosting, a redundant connection should be implemented similar to
what was done with the L+G MPLS connection.

e Future hosted solutions should be installed and maintained at a traditional industry
standard data center which provides a robust hosting solution including redundant power
supplies and redundant lines of communication.

e Per feedback from Siemens as part of this project, as well as other MDM vendors, an
MDM solution is more commonly deployed prior to or at the beginning of an AMI rollout
which eliminates the need for a historical data load.

e The legacy CIS+ system was unable to accept billing determinants from the MDM. KCP&L
had to build a custom process to load MDM generated billing determinants into the CIS+
system to support TOU billing. This MDM-CIS integration point is a key benefit that will be
delivered by the new target state systems.

e For future systems that will be implemented by 3rd party system integrators or contract
resources, it is imperative that an effective knowledge transfer and system training plan
be put into place to ensure that the KCP&L team members will be able to fully support the
system once the external resources have rolled off the project.

e Future MDM systems need enhanced workflow management internal to their systems to
prevent issues such as the RSO “race” condition from occurring.

e Due to this being a “demo” project, KCP&L business users have not been actively using the
MDM system and have only used their existing legacy CIS+ systems to view meter read
data. This has left the IT team as the only active user of the system for troubleshooting
and support of order processing. For future installations, it will be imperative to get
business teams such as Billing Services, Customer Care and Meter Technology engaged in
actively using and supporting MDM activities.

e Efforts to export data from the MDM for downstream systems met with mixed success
due to difficulty in identifying and mapping the necessary data from the MDM for each
target system. Delivery required customization by either Siemens or KCP&L to deliver and
in several cases was abandoned due to preference for target systems (i.e. DMAT) to
receive “raw” data directly from the AHE instead of VEE'd data from MDM.

e eMeter MDM implementation did not include the “Analytics” package that came with a
later release. Lack of an analytics friendly data schema limited effectiveness of user
interaction within the MDM system and drove end users to rely on DMAT or other
systems for analytics. For future KCP&L projects, implementation of the appropriate MDM
Analytics schema will be an important long term success factor for the implementation.
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2.2.2 SmartEnd-Use

The SmartEnd-Use subproject deployed a state-of-the art Home Energy Management Portal with
optional In-Home Displays, Stand-alone PCTs, complete HAN implementations, and TOU pricing
programs. The following subsections summarize these Smart-End Use component deployments.

2.2.2.1 Home Energy Management Web Portal

The Customer Home Energy Management Web Portal program was rolled-out to KCP&L customers in
October 2010, coinciding with the AMI implementation and IHD deployments. KCP&L chose to
implement Tendril’s Connect platform to provide customers with both a web-based portal and in-home
devices.

Figure 2-25: Tendril™ Connect Platform Architecture
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2.2.2.1.1 Build

KCP&L chose to implement the HEMP system as a managed-service and hosted-platform, with Tendril in
charge of hosting the backend servers and systems and capturing meter reads to meet contractual
performance criteria.

For the development environment, Tendril stood-up a hosted back office platform cloned from the
production system. The hosted development environment interfaced with the development DERM and
AHE. Over 25 meters in the AMI lab were associated to development HEMP accounts to emulate real-life
customer meters. These development environments and interfaces were used to test all HEMP
requirements, including system-to-system integration and HAN device testing.

Integration with the customer AccountLink was completed to enable Single Sign-On (SSO) access to the
portal for customers. Secure account sign-on is managed by an interface between HEMP and
AccountLink that utilizes Security Assertion Markup Language (SAML).
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2.2.2.1.1.1 Energy Usage Information

Historical AMR usage meter reads were loaded into the HEMP up-front to give customers immediate
access to up to two years of historical usage information. Integration was completed with the AHE to
populate the portal with accurate customer usage. Day-behind meter reads are passed from the AHE
through Message Queue (MQ) Broker interfaces to the HEMP on a daily basis. The data is then offset by
a fixed value equal to the customer’s last AMR read to provide a seamless transition between AMR data
and AMI data. Customers with a HAN configuration receive real-time meter reads in their portal from
the HAN Gateway pulling real-time meter reads from the SmartMeter and sending them to the portal
via the Internet.

2.2.2.1.1.2 Billing Information (Estimated Billing True-Ups)

Integration was completed with the CIS to populate the portal with accurate customer historical and
estimated billing information. A special process was created to estimate the customer billing
information with accurate taxes and fees based on the customer’s current rate. The bill estimate
provides and end-of-bill-cycle projected bill based on usage-to-date in a given billing cycle. Historical
billing information and daily estimated bill “true-ups” (including taxes and fees) are created by the CIS
and passed through an MQ Broker interface to HEMP to be displayed in the portal. Upon receipt of
successful estimated bill “true-up” messages to HEMP, CIS pulls the “true-up” back from Tendril to be
sent to customer IHDs on a daily basis by use of a “tunnel text message”. The tunnel text message
provides a means of getting custom data into the IHD via the built-in ZigBee text messaging mechanism
by use of special characters within the message for the device to interpret appropriately.

2.2.2.1.1.3 Pricing Signals

Integration was completed with the CIS to populate the portal with accurate customer pricing
information. Pricing signals based on customers rates are created by the CIS and passed through an MQ
Broker interface to HEMP to be displayed in the portal. Upon receipt of successful pricing signals, CIS
pulls the pricing message back from Tendril to be sent to IHD via the AHE and SmartMeter using the
ZigBee SEP 1.0 “publish price” command. A special event pricing signal was required to support TOU
rates. Sent on a daily basis, TOU event pricing signals are sent to trigger a peak-price change from 3 -7
PM.

Figure 2-26: Customer Web Portal Data Flows
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2.2.2.1.1.4 Demand Response Events

Integration was completed with the DERM to receive OpenADR-based demand response events.
Demand response events are received into an OpenADR adapter at HEMP, where they are routed base
on the target asset(s) (HAN vs. Stand-alone PCT). For messages directed to HANs, HEMP sends the
demand response events directly to the HAN gateway via the Internet and receives event participation
messages from the HAN via the same interface. For messages directed to Stand-alone PCTs, integration
was completed with the AHE to allow demand response events and event participation messages to be
sent between the two systems. The AHE manages the interface and messaging between the AHE and
the Stand-alone PCTs.

2.2.2.1.2 Integration
An overview of HEMP system-to-system interfaces and applicable messages is illustrated in Figure 2-27.

Figure 2-27: KCP&L SmartGrid Demonstration Project HEMP Integration
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The integration touch points for the HEMP are as follows:

A. Demand Response Event request initiated from DERM to HEMP, and Event Opt-Out/Opt-
In reply initiated from HEMP (for both HANs and Stand-alone PCTs) to DERM. These are
OpenADR-formatted request-reply messages used to notify HEMP of creation,
modification, or cancellation of impending DR events and to notify DERM of DR assets’
event participation status.

B. Consumption Pricing and Billing True-Up messages initiated from CIS to HEMP. These
messages are sent daily to update the customer portal and IHDs with real-time per-kWh
consumption pricing information and up-to-date estimated billing information.

C. Consumption Pricing and Billing True-Up messages initiated from HEMP to AHE. These
“tunnel text messages” are sent daily to update customer IHDs with real-time per-kWh
consumption pricing information and up-to-date estimated billing information.
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D. Get Device Info request-reply initiated from HEMP to AHE. This is an IEC 61968 CIM-
formatted request-reply used to gather HAN device information for AMI-based DR assets
(Stand-alone PCTs).

E. Demand Response Event request initiated from HEMP to AHE, and Event Opt-Out/Opt-In
reply initiated from AMI-based DR assets (Stand-alone PCTs for this project) to HEMP.
These are IEC 61968 CIM-formatted request-reply messages used to notify AMI-based DR
assets of creation, modification, or cancellation of impending DR events and to notify
HEMP of AMI-based DR assets’ event participation status.

F. Device Control signals initiated from HEMP to HAN devices via the Internet. These are
ZigBee SEP 1.0-formatted request messages triggered by customer actions in the portal and
used to control HAN devices including changing PCT temperature set point and turning LCS
devices on/off.

G. Demand Response Event requests initiated from HEMP to HAN DR assets via the Internet,
and Event Opt-Out/Opt-In replies initiated from HAN DR assets to HEMP via the Internet.
These are ZigBee SEP 1.0-formatted request-reply messages used to notify HAN DR assets
of creation, modification, or cancellation of impending DR events and to notify HEMP of
HAN DR asset event participation status.

H. Demand Response Event requests initiated from AHE to AMI-based DR assets (Stand-alone
PCTs for this project) via SmartMeters, and Event Opt-Out/Opt-In replies initiated from
AMI-based DR assets to AHE via SmartMeters. These are ZigBee SEP 1.0-formatted request-
reply messages used to notify AMI-based DR assets of creation, modification, or
cancellation of impending DR events and to notify AHE of AMI-based DR asset event
participation status.

I.  Consumption Pricing messages initiated from AHE to Stand-alone PCTs. These “tunnel text
messages” are ZigBee SEP 1.0-formatted messages sent daily to update customer Stand-
alone PCTs with real-time per-kWh consumption pricing information.

J.  Estimated Bill True-Up messages initiated from AHE to IHDs. These “tunnel text messages”
are ZigBee SEP 1.0-formatted messages sent daily to update customer IHDs with up-to-date
estimated billing information.

K. Consumption Pricing messages initiated from AHE to IHDs. These “tunnel text messages”
are ZigBee SEP 1.0-formatted messages sent daily to update customer IHDs with real-time
per-kWh consumption pricing information.

2.2.2.1.3 Post-Implementation Operational Issues

Following the standup, integration, and preliminary testing of the HEMP, numerous post-
implementation operational issues needed to be mitigated and considered. These issues included the
following:

e As part of the initial stand-up, KCP&L decided to add the last pre-exchange AMR meter
read to the new AMI meter reads (all of which started at 0 kWh). This was done to give
customers immediate access to their historical usage data with a seamless transition
between AMR data and AMI data that started at “0” kWh. However, this eventually
caused issues for customers who had meter exchanges performed (due to meter issues)
because additional offsets were not tracked and added for AMI meters that were
exchanged. This discontinuity in the meter data led to meter data “spikes” due to the
change in the order of data magnitude. See next item.

e Tendril’s platform was designed to utilize register reads, as opposed to interval reads. This
caused issues in the case of meter exchanges because the new meter reads would be on a
different order of magnitude from the previous meter (for example, the previous meter
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register reads could be “30,000 kWh”, while the new meter register read would be “0
kWh”). These abrupt order of magnitude changes in meter read data would cause data
“spikes” in the customer presentation in the portal. This resulted in inaccurate
representations of usage and cost at the time of the meter exchange. This issue would not
present itself in an environment that utilized interval reads as the interval reads would
remain at a relatively steady magnitude regardless of the register read magnitude.

e Tendril’s platform did not initially support block rate pricing. The short-term fix for this
involved manually send price updates to Tendril’s platform — this was fixed by manually
sending pricing information to the Tendril platform to pick up any rate changes that may
have gone into effect on the previous day (i.e. customer moved into the next usage block
of the rate on the previous day). This issue was resolved in the long-term when Tendril
included support for block rates in the first platform upgrade.

e Customer portal accounts in the HEMP platform were each given a unique ID made up of
a concatenation of customer Account ID and Service Point ID. This meant that each
customer account was associated to a specific customer at a specific location, instead of
being associated to a specific customer. This means that new accounts had to be created
every time a customer moved to a new residence, thus resulting in the loss of historical
usage data from the customer’s new account.

e KCP&L undertook two major HEMP platform upgrades during the project to support
required project functionality and maintain technical support from Tendril. These
upgrades required extensive testing of bugs and fixes. The time required for testing was
initially underestimated and required additional resources than expected.

e Numerous issues arose with the device installation process of the IHD program. One issue
was the device IDs not being communicated properly to the AHE during the device
provisioning process. Another issue was that KCP&L was unable to verify whether or not
the IHDs were plugged-in by the customer after delivery during the “white glove” process.
Most of these issues were mitigated during the Stand-alone PCT and HAN installations due
to the fact that these devices required in-home installation and verification by a trained
workforce. Installers were able to correctly verify device IDs and successfully complete
device provisioning to the Smart Meter while in the customer’s home.

e Meter exchanges caused issues with HAN device association in that the device(s) would
stay associated with the old meter that was exchanged. In order to get the same device
provisioned to the new meter, the device(s) needed to be manually cleaned from the AMI
database whenever meters were exchanged. This reallocated the device(s) within the AHE
database to be provisioned to the new meter.

2.2.2.1.4 Lessons Learned
Throughout the build, integration, and daily operation of the HEMP system, numerous considerations
were realized and should be noted for future implementations. These Lessons Learned are as follows:

e Interval data is much more desirable than register reads due to the issues that register
reads can cause. With interval reads, data presentation has no dependence on the
relationship between reads over time. However, processing register reads can cause
issues in the event of meter exchanges, as significant changes in the order of magnitude
between two consecutive reads can cause abnormalities in data presentation.

e Loading two years of historical AMR data and creating a process to offset customers new
AMI data by a fixed value equal to their last AMR read had benefits up-front in that it
allowed customers access to their historical consumption data with a seamless transition
between AMR data and AMI data. However, this caused data presentation issues any time
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a customer had a meter exchange in that the offset only account for the last AMR read
and did not account for the last AMI read of any interim AMI meters.

e Due to the fact that customer HEMP IDs were associated to a specific customer at a
specific premise, historical customer usage data did not carry over when customers would
move to new locations in the Project Area. High customer turnover in the Project Area led
to an exorbitant number of unused accounts that were not deleted after the customers
moved out.

e ZigBee SEP 2.0 was not completed during the product development and deployment
cycles, so all functionality was limited to functionality available in SEP 1.x. Certain
functionalities that exist in Legacy KCP&L thermostat programs (i.e. Energy Optimizer) are
not supported by SEP 1.x, such as HVAC cycling, so these functionalities were not available
or implemented as a part of this project.

e The OpenADR 2.0 Profile A standard was implemented for the DR interface between
HEMP and DERM. This was the first OpenADR integration that Tendril had been involved
with, thus Tendril had to develop a special OpenADR appliance to handle OpenADR-
formatted DR messaging between HEMP and DERM.

e A special bill-estimation tool needed to be created to generate accurate billing true-ups
that included taxes and fees. This was required due to varying customer fees across
different customer rates. This tool helped deliver accurate estimated billing information to
customers on a daily-basis. This estimated-billing information includes price-to-date as
well as projected end-of-month costs based on usage-to-date in the current billing cycle.

e Tendril's platform does not currently support net metering and negative usage data
(-kwh) was not displayed properly in the portal. Thus, customers with net metering did
not have the same experience as non-net metered customers.

e A sufficient lab environment was not created early on in the project to give KCP&L and
Tendril an accurate representation of the KCP&L implementation. This made it difficult to
replicate the customer environment for troubleshooting issues. This was resolved in the
middle of the project when robust lab was built-out including a HEMP system cloned from
Production, an AMI infrastructure, and numerous HAN devices spanning all three HAN
device programs.

2.2.2.2 In-Home Display

The IHD was rolled out to KCP&L customers in October 2010, coinciding with the AMI and Customer
Web Portal deployments. Integration was completed with the AHE, CIS, and SmartMeters to populate
the IHDs with accurate real-time usage information, real-time energy cost information, and estimated
billing information.

2.2.2.2.1 Build

The IHD core capabilities are part of Tendril’'s a commercially available, productized software solution
which can be configured to the needs of a given utility. By pursuing this “off-the-shelf” philosophy to the
maximum degree possible, limited design and development was required. The following sections
provide a summary of the development and configurations that were required to implement and deploy
the desired IHD functionality.

2.2.2.2.1.1 AMI Backhaul and HAN Management

The IHD is provisioned to the SmartMeter-managed HAN. The HAN is a ZigBee network supporting SEP
1.x. The IHD receives real-time usage information directly from the SmartMeter. Daily estimated bill
“true-up” messages and pricing information are sent to the IHD via the AMI network and through the
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SmartMeter. Device management (provisioning, de-provisioning, etc.) is performed within the AHE by
customer service representatives within KCP&L.

2.2.2.2.1.2 Energy Usage Information

The IHD receives real-time demand (kW) and consumption (kWh) data directly from the SmartMeter.
The IHD processes this information, along with pricing signals from the SmartMeter, to give customers
and accurate real-time estimate of cost and consumption for the present day as well the previous day.

2.2.2.2.1.3 Billing Information (true-up)

A special process was created to estimate the customer billing information with accurate taxes and fees
based on the customer’s current rate. The bill estimate provides and end-of-bill-cycle projected bill
based on usage-to-date in a given billing cycle. Estimated bill “true-up” messages are sent to customer
IHDs on a daily basis by use of a “tunnel text message”. The tunnel text message provides a means of
getting custom data into the IHD via the built-in ZigBee text messaging mechanism by use of special
characters within the message for the device to interpret appropriately.

2.2.2.2.1.4 Pricing Signals

Pricing signals based on customers rates are created by the CIS and passed through an MQ Broker
interface to the AHE. Pricing signals are sent to the IHD via the AMI network through the SmartMeter
using the ZigBee SEP 1.0 “publish price” command. Customers can then see their real-time energy price
and accumulated daily costs. A special event pricing signal was required to support TOU rates. Sent on a
daily basis, TOU event pricing signals are sent to trigger a peak-price change from 3 —7 PM.

Figure 2-28: In-Home Display Communication
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2.2.2.2.2 Post-Implementation Operational Issues
Following the initial integration, testing and deployment of the IHDs, numerous post-implementation
operational issues needed to be considered and mitigated. These issues included the following:

e During the IHD program deployment, an issue was found in the IHD firmware that
modified the IHD screen contrast rendering the screen unreadable. This issue was
resolved by returning the current inventory of IHDs to Tendril and receiving a new
shipment of IHDs on a newer firmware version containing a fix for this bug. As for the IHDs
that were already deployed, these were replaced one-by-one as the affected customers
contacted KCP&L to report the issue.

e While not an IHD issue directly, a bug with the ZigBee chip in the meter caused a
modification to the price pushing process for the IHD where the ZigBee chip had to be
reset for pricing changes to take effect on the IHD. This was temporarily remedied with a
workaround that involved sending multiple commands to the meter to reset the chip and
send the price. Long term, this was remedied with a firmware upgrade to the meter.

e Furthermore, since the Tendril platform did not initially support block rates, including the
KCP&L standard residential declining-block rate, pricing changes were not automatically
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triggered to the IHDs when the customer moved into a new usage block within the rate.
The short-term fix for this issue involved sending the correct price to the IHD on a daily
basis, in order to pick up any rate changes that may have gone into effect on the previous
day (i.e. customer moved into the next usage block of the rate on the previous day). This
issue was resolved in the long-term when Tendril included support for block rates in the
first platform upgrade.

e Prior to the first HEMP platform upgrade, Tendril frequently encountered issues when
processing estimated bill “true-up” messages. Consequently, CIS was never notified of a
successful “true-up” receipt at HEMP and was unable to pull the “true-up” message back
from HEMP. This broke the defined “true-up” process and resulted in “true-up” messages
not getting sent to customer IHDs.

2.2.2.2.3 Lessons Learned
Throughout the deployment and daily operation of the IHDs, numerous considerations were realized
and should be noted for future implementations. These Lessons Learned are as follows:

Ill

e A special “tunnel text message” was implemented to support getting estimated billing
information into the IHD. This message contained unique identifiers to enable it to
“tunnel” into the IHD and was required to update the billing information within the IHD.

e Tendril’s IHD does not currently support net metering. Negative usage data (-kWh) was
not displayed properly on the IHDs. Thus, customers with net metering did not have the
same experience as non-net metered customers.

e The IHD offering in conjunction with meter installation resulted in goodwill but created
some technical and user challenges. For example, device installation codes need to be
correlated with the proper meter IDs to ensure communications between the IHD and the
meter. This requires strict attention to detail when recording codes and meter IDs. Also,
the meter-to-device associations need to be made in a timely manner and could have
benefited from a more hands-on provisioning process instead of relying on the customer
to contact KCP&L support to finish the device pair process. Despite the convenience of
having a device delivered to them through the “door knock” initiative, many customers
did not utilize their IHDs. KCP&L saw better customer engagement on the Stand-alone PCT
and HAN programs, as these programs involved devices that customers already use on a
daily basis (thermostats, water heaters, etc.). Furthermore, device reliability and
persistent connectivity issues negatively affected on-going customer participation. After
deploying over 1,200 IHDs, approximately 600 IHDs remained operational at the end of
the project.

2.2.2.3 Stand-alone Programmable Communicating Thermostat

The Stand-alone PCT program was rolled-out to KCP&L customers in June 2012. Along with the built-in
programmable schedule, the Stand-alone PCT supports pricing signals and demand response events via
communications with the SmartMeter. Integration was completed with the AHE, CIS, and SmartMeters
to populate the Stand-alone PCTs with real-time pricing information to enable customers to make
energy and cost conserving decisions when programming the temperature set point and programmable
schedule.

2.2.2.3.1 Build

The PCT core capabilities are part of Tendril’s a commercially available, productized software solution
which can be configured to the needs of a given utility. By pursuing this “off-the-shelf” philosophy to the
maximum degree possible, limited design and development was required. The following sections
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provide a summary of the development and configurations that were required to implement and deploy
the desired PCT functionality.

2.2.2.3.1.1 AMI Backhaul and HAN Management

The Stand-alone PCT is provisioned to the SmartMeter-managed HAN. The HAN is a ZigBee network
supporting SEP 1.x. DR event messages and pricing information are sent to the Stand-alone PCT via the
AMI network and through the SmartMeter. Prior to provisioning the Stand-alone PCT to a customer’s
SmartMeter, the customer’s Customer Web Portal account is configured to support the PCT. Device
management (provisioning, de-provisioning, etc.) is performed within the AHE by customer service
representatives within KCP&L.

2.2.2.3.1.2 Programmable Schedule

The Stand-alone PCT contains a built-in programmable schedule that allows the customer to choose
when and how to change their thermostat set point at multiple times throughout the day. The customer
can select the set point and time to change it for four different time slots on each day of the week. The
customer can also select the mode for the thermostat to operate under, with the options of Schedule
(follows the customer-programmed schedule), Hold (holds the set point at a fixed value), and Vacation
(adjusts the set point for a selected window of time).

2.2.2.3.1.3 Pricing Signals

Pricing signals based on customers rates are created by the CIS and passed through an MQ Broker
interface to the AHE. Pricing signals are sent to the Stand-alone PCT via the AMI network through the
SmartMeter using the ZigBee SEP 1.0 “publish price” command. Customers can then see their real-time
energy price. A special event pricing signal was required to support TOU rates. Sent on a daily basis, TOU
event pricing signals are sent to trigger a peak-price change from 3 —7 PM.

2.2.2.3.1.4 Demand Response Events

The Stand-alone PCT also supports demand response functionality. Through integration between the
DERM, HEMP, and AHE, the Stand-alone PCTs can receive demand response events to help reduce, level,
or shift load during peak demand periods. The DERM can forecast demand on the distribution grid and
call on the Stand-alone PCTs for load reduction, if necessary. A message is sent from the DERM to the
HEMP to identify the Stand-alone PCT customers needed to meet the load reduction requirements. The
HEMP then routes the demand response messages to the AHE. The AHE passes the demand response
events to the Stand-alone PCTs via the SmartMeters prior to or at the start time of the event, depending
on the event parameters. Once received at the Stand-alone PCT, the customer is automatically opted
into event participation with the option to opt out of the event at any time prior to the end of the event.
This opt-out/in decision can be made directly at the device. Customer event participation information is
then passed to the DERM via the AHE and HEMP to be used for post-event analysis and future demand
response forecasting.

Figure 2-29: Stand-alone PCT Communication
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2.2.2.3.2 Post-Implementation Operational Issues

Following the initial integration, testing and deployment of the Stand-alone PCTs, numerous post-
implementation operational issues needed to be considered and mitigated. These issues included the
following:

e The initial shipment of Stand-alone PCTs had to be returned to Tendril because they did
not meet project requirements, with the primary issue being that they were not SEP 1.1-
certified. These devices were returned to Tendril and replaced with Tendril’s newer model
PCT that met project requirements for Standards and DR integration.

e Standards-based DR integration between Tendril and L+G did not exist out of the box.
Tendril and L+G worked together to develop CIM-based DR integration between the
HEMP and the AHE. This additional work led to delays in the deployment schedule of the
Stand-alone PCT. Due to the SEP 1.x compliance of both the SmartMeter and the Stand-
alone PCT, no integration development was required between the two devices.

e A “get HAN device information” request was required from the HEMP to the AHE to
register the Stand-alone PCT to a customer’s account. This messaging integration was not
ready when the Stand-alone PCTs were rolled out to customers, so KCP&L had to go back
and register each device in the HEMP once the integration was completed.

e The HEMP included the customer’s Tendril networkld for each Stand-alone PCT in the DR
event request messages to the AHE, but the AHE required the Meter ID to be included in
the DR event request message. Thus, the ESB utilized a call to the CIS to perform the
translation from Tendril’s networkld to the KCP&L Meter ID.

e Even though the translation from Tendril's networkld to the KCP&L Meter ID was
performed in the ESB, the HEMP required the meter ID information associated with each
Stand-alone PCT. A valid meter ID was required to be associated to the networkld for the
Stand-alone PCT to perform Stand-alone PCT account registration and to participate in DR
events, which caused an additional point of maintenance within the HEMP.

e When a meter swap occurred on a meter that had a Stand-alone PCT registered to it, the
Stand-alone PCT had to be re-provisioned to the new meter and the Meter ID had to be
updated in the HEMP platform.

2.2.2.3.3 Lessons Learned
Throughout the deployment and daily operation of the Stand-alone PCTs, numerous considerations
were realized and should be noted for future implementations. These Lessons Learned are as follows:

e The number of compatible HVAC systems was lower than expected among customers in
the project demonstration zone, thus customer enrollment and participation in the Stand-
alone PCT program turned out to be lower than initially anticipated. Many homes either
had non-central heating/cooling (e.g. window air-conditioner) or had systems that were
not compatible with Tendril’s thermostat. In some instances, KCP&L utilized an “add-a-
wire” kit to enable compatibility between the Tendril thermostat and the customer’s 4-
wire HVAC system. Often times, a customer would be interested in signing up for the
Stand-alone PCT program, but would be disqualified during the pre-installation screening
or at the in-home visit due to these incompatibilities.

e Meter ID information should not be stored in the HEMP, because this creates an extra
point of maintenance when meter swaps occur.

e If any translations are required between system asset identifiers (account number, service
point ID, meter ID, etc.), the ESB should handle these translations.
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2.2.2.4 Home Area Network

The HAN program was rolled-out to KCP&L customers in February 2012. The HAN was initially available
to a small set of “friends and family” to verify functionality. Once these “friends and family” HANs were
installed and verified, customers within the SGDP were then able to enroll in the HAN program based on
a set of prequalification criteria (broadband internet connectivity, HVAC type, presence of a 240V load,
etc.). Integration was completed with the CIS to send pricing information to the HAN via the HEMP to
populate the HAN PCT devices with real-time pricing information to enable customers to make energy
and cost conserving decisions when programming the temperature set point and programmable
schedule.

2.2.2.4.1 Build

The HAN core capabilities are part of Tendril’s a commercially available, productized software solution
which can be configured to the needs of a given utility. By pursuing this “off-the-shelf” philosophy to the
maximum degree possible, limited design and development was required. The following sections
provide a summary of the development and configurations that were required to implement and deploy
the desired HAN functionality.

2.2.2.4.1.1 Broadband Backhaul and HAN Management

The HAN consists of a broadband-connected HAN gateway that interfaces directly with the HEMP
servers, one or two PCTs depending on the customer’s HVAC configuration and compatibility, two 120V
LCSs and an optional 240V LCS if the customer has a compatible load (e.g. pool pump, electric water
heater, etc.).

The HAN is provisioned to the SmartMeter-managed HAN. The HAN is a ZigBee network supporting SEP
1.x. DR event messages and pricing information are sent to the HAN via a broadband-connection from
Tendril servers to the HAN gateway. Prior to provisioning the devices to the customer’s SmartMeter, the
customer’s Customer Web Portal account is configured to support the HAN devices. Device
management (provisioning, de-provisioning, etc.) is performed within the AHE by customer service
representatives within KCP&L. Once the devices are provisioned to the SmartMeter, they are registered
within the Customer Web Portal using the device MAC Address. Once registered within the Customer
Web Portal, the customer can then access and control the devices, including changing temperature set
point, PCT schedule, and pricing rules for the PCT and LCSs within the HAN.

2.2.2.4.1.2 Programmable Schedule

The PCT contains a built-in programmable schedule that allows the customer to choose when and how
to change their thermostat set point at multiple times throughout the day. The customer can select the
set point and time to change it for four different time slots on each day of the week. The customer can
also select the mode for the thermostat to operate under, with the options of Schedule (follows the
customer-programmed schedule), Hold (holds the set point at a fixed value), and Vacation (adjusts the
set point for a selected window of time).

2.2.2.4.1.3 Pricing Signals

CIS was configured to send pricing signals to the HEMP based on the customers’ rate codes. These
pricing signals are pulled from the HEMP by the HAN gateway rather than through the metering network
and are displayed on the PCT. Customers are able to see real-time pricing information on the screen of
the PCT to make energy conserving decisions when programming the temperature set point and
schedule. TOU pricing signals are managed within the HEMP based on rate information sent from CIS.
TOU peak/Off-Peak pricing signals are sent to HAN devices via the HAN gateway at 3 PM (peak) and 7
PM (Off-Peak).
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Figure 2-30: Home Area Network Communication
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2.2.2.4.1.4 Demand Response Events

The HAN also supports demand response functionality. Through integration between the DERM and the
HEMP, the HAN can receive demand response events to help reduce, level, or shift load during peak
demand periods. The DERM can forecast demand on the distribution grid and call on the HANs for load
reduction, if necessary. A message is sent from the DERM to the HEMP to identify the HAN customers
needed to meet the load reduction requirements. The HEMP then routes the demand response
messages to the HAN gateways via the broadband connection. The HAN gateway passes the demand
response events to the PCT(s) and LCSs prior to or at the start time of the event, depending on the event
parameters. Once received at the PCT(s) and LCSs, the customer is automatically opted into event
participation with the option to opt out of the event at any time prior to the end of the event. This opt-
out/in decision can be made directly at the PCT(s) and LCSs or via the Customer Web Portal. Customer
event participation information is then passed to the DERM via the HEMP to be used for post-event
analysis and future demand response forecasting.

2.2.2.4.2 Post-Implementation Operational Issues
Following the initial integration, testing and deployment of the HANs, numerous post-implementation
operational issues needed to be considered and mitigated. These issues included the following:

e Device Firmware had to be upgraded on all HAN devices during the second HEMP
platform upgrade to fix various bugs and functionality issues. This was performed via the
broadband connection, and this had no impact from a customer point-of-view. Also, due
to issues with the HAN inventory PCTs having a higher rate of provisioning issues on their
older firmware version, a decision was made during the HAN deployment to use PCTs
from the Stand-alone PCT inventory, as they were on a newer firmware version.

e A successful HAN installation process requires a carefully planned set of coordinated steps
between the device installer and the customer service representatives performing the
device provisioning to the SmartMeter. The majority of issues encountered during the
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device installation process were due to the steps not being completely in the correct
order. When the process was not followed properly, issues would arise with devices
joining improperly or not joining the network at all. Typically, this required resetting the
SmartMeter HAN and restarting the provisioning process again. Occasionally, the devices
had to be replaced all together.

e Customer broadband connectivity issues prevented KCP&L from calling on many HAN
PCTs for DR events, whereas the Stand-alone PCTs were more reliably called-upon due to
the AMI backhaul used for DR messaging.

2.2.2.4.3 Lessons Learned
Throughout the deployment and daily operation of the HANs, numerous considerations were realized
and should be noted for future implementations. These Lessons Learned are as follows:

e Broadband internet access was lower than expected among customers in the project
demonstration zone, thus customer enrollment and participation in the HAN program
turned out to be lower than initially anticipated.

e The number of compatible HVAC systems was lower than expected among customers in
the project demonstration zone, thus customer enrollment and participation in the HAN
program turned out to be lower than initially anticipated. Many homes either had non-
central heating/cooling (e.g. window air-conditioner) or had systems that were not
compatible with Tendril’s thermostat. In some instances, KCP&L utilized an “add-a-wire”
kit to enable compatibility between the Tendril thermostat and the customer’s 4-wire
HVAC system. Often times, a customer would be interested in signing up for the HAN
program, but would be disqualified during the pre-installation screening or at the in-home
visit due to these incompatibilities.

e Customer broadband connectivity issues prevented many HAN PCTs participation in DR
events. If the utility DR program is going to rely on the customer broadband and Wi-Fi
network, the utility needs to implement a proactive HAN monitoring and initiate customer
contact to restore HAN communications so that DR devices are available to participate in
events.

e 120V and 240V load control devices were not differentiated within the HEMP reporting
mechanism, due to both devices falling under the same ZigBee device class. This made it
difficult to differentiate between these two types of devices without consulting additional
customer enrollment information in another system.
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2.2.2.5 Time-of-Use Rate

One of the objectives of the KCP&L SGDP was to leverage pilot smart grid technologies to evaluate the
effectiveness of time-of-use rates (TOU) on customer usage patterns. As a result, KCP&L designed and
implemented an aggressive residential pilot TOU rate and offered it to all qualifying residential
customers within the project area.

2.2.2.5.1 Build

Following regulatory approval in December 2011, KCP&L’s TOU Pilot tariff went into effect on January 1,
2012. The systems interfaces and configurations were deployed during May/June 2012 and the first
customers were enrolled effective with their bills at the beginning of June 2012. Over the course of this
initial Summer Season, a total of 68 customers enrolled. Four of the customers have since exited the
program with two customers moving out and two customers withdrawing as they had determined it
wasn’t the right fit for them.

System implementation included the following components:

e (IS - Rate and measuring component setup in CIS

e MDM - Configuration of the TOU calendar and rates

e SmartGrid Middleware - Deployment of the Pull Billing Interface and the TOU Register
Read Calculator

e HEMP —interface and rate changes to transmit TOU data to the Tendril back office
systems as well as the price push to the meter via the AHE

The project also developed an enrollment/cancellation process jointly with the SmartGrid Support Team
and Billing Services. Several training sessions were held with these teams to introduce the overall TOU
program including the rate structure, customer benefits and business support processes. Ongoing
customer support is provided on a day-to-day basis by the SmartGrid Support Team. The IT team is
engaged in production operational support of the various system interfaces to ensure that they are
transferring and processing the necessary meter read and billing data correctly. The Billing Services team
has roughly a five to seven day window of time each month when the SmartGrid Bill Cycles (3-7) are
billed; during this timeframe, they review the bills for errors and also manually add the TOU bin detail to
the bills for printing.

2.2.2.,5.1.1 Tariff Design and Details
In designing a pilot TOU program, the project team established the following primary objectives:

e Evaluate the effectiveness of smart grid technology to enable a TOU rate implementation

o Inform and educate KCP&L customers on the time-varying costs to supply electricity

e Use aggressive rate design to provide valuable learning to KCP&L and the industry with
regards to customer behavior and response to price signals

e Implement a simple rate structure that could easily be understood by customers and that
could be billed through KCP&L'’s legacy billing system without major modification

o Utilize effective rate design to provide load reduction during both the KCP&L system and
typical residential customer peak load periods

In accordance with the stated objectives above, customer historical preference, the size of the eligible
customer pool and some technical limitations with the existing KCP&L billing system, the project team
settled on a simple yet aggressive TOU rate structure. This rate consists of two distinct pricing periods, a
relatively short peak price period with a noticeably increased price and a discounted price the remainder
of the day, effective on non-holiday weekdays throughout the summer months.
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Once the general structure of the rate was established, the project team collaborated with various
departments to analyze relevant data and develop an effective revenue neutral rate design that met the
stated objectives.

The first step was to investigate historical average daily summer system load profiles. As shown in Figure
2-31, the KCP&L system summer load profile is elevated yet relatively flat with a broad peak period
centered on the 4:00-5:00 pm hour. The data shown consist of average monthly weekday hourly load for
the aggregate KCP&L system.

Figure 2-31: KCP&L Summer Monthly Average System Load
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The second step was to investigate historical average residential load profiles. Figure 2-32 summarizes
typical summer residential load profiles for customers in and around the project area. Peak residential
loads occur later in the day, centered on the 5:00-7:00 pm hours. As a result from assessing both system
and residential load profiles, the project team settled on a four hour peak period from 3:00-7:00 pm.

Figure 2-32: KCP&L Summer Average Residential Load
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Next, the project team evaluated numerous revenue neutral price options within the determined rate
structure to investigate price risk versus customer savings potential. Figure 2-33 summarizes the
potential customer savings associated with the amount of peak energy shifted for five targeted peak-to-
Off-Peak price ratios (3x, 4x, 6x, 8x, and 10x).

Figure 2-33: Customer Savings Potential in Various Revenue Neutral Price Options
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While price ratios of 8x and 10x offer the most savings potential to customers, Figure 2-34 shows they
require aggressive peak prices of over $0.40/kWh in order to maintain revenue neutrality in this rate
structure. Therefore, the project team settled on a 6x price ratio which still offers an unprecedented
regional rate option expected to provide valuable customer response learning.

Figure 2-34: Peak Price in Various Revenue Neutral Price Options
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A revenue neutral TOU rate with 6x price ratio and four hour peak period from 3:00-7:00 pm resulted in
peak price of $0.3784/kWh and Off-Peak price of $0.0631/kWh which represents a significant discount
relative to the typical standard rate price of approximately $0.12/kWh from which participating
customers would be switching. Additionally, an Off-Peak period of twenty hours offers significant
flexibility and energy shifting potential to maximize this discounted Off-Peak price. A summary of these
rate details is shown in Table 2-10.
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Table 2-10: Pilot TOU Rate Details

Peak Period: 3:00-7:00 pm
Peak/Off-Peak Price Ratio: 6Xx
Summer Peak Price: $0.3784/kWh
Summer Off-Peak Price: $0.0631/kWh
Winter Rates: Declining Block
Summer Dates: May 16 — Sept 15
Customer Charge: $9.00/mo.

Along with the rate structure and pricing described above, the following business rules were determined
by KCP&L and the project team:

e Voluntary TOU rates only affect summer pricing. During winter, customers revert back to
standard winter rates equivalent to standard flat rate

e TOU rate is available to both standard and all-electric customers
e Customers with dual meters are not eligible
e The TOU rate will expire at the end of the SGDP, December 31, 2014

e Customers may sign-up anytime throughout the year; however, the rates will not be
affected until the first day of their next billing cycle

e Customers may exit the program at any time; however, they cannot re-join at a later time

e Upon request, KCP&L will credit customers for losses incurred by the pilot TOU rate
relative to standard rate treatment for the current and previous billing cycles only

2.2.2.5.1.2 AMI Capture of Meter Read Interval Data

A foundational element of KCP&L’s TOU program is the ability of the Landis+Gyr AMI meters to collect
and transmit 15-minute interval data that includes date and timestamp information. On a typical day,
the meter will capture 96 15-minute intervals with the initial interval running from 12:00:01AM -
12:15:00AM and the final daily interval running from 11:45:01PM — 12:00:00AM. These intervals are
transmitted on a regular basis to downstream systems, including the MDM, for further processing. The
AMI meters are all set up generically to collect this 15-minute interval data along with the regular daily
register read value; a custom metrology solution was not required for TOU due to KCP&L’s leveraging of
the capabilities of the MDM and SmartGrid Middleware as outlined below.

2.2.2.5.1.3 MDM Usage of Meter Read Interval Data

The 15-minute interval data collected by the AMI system is stored in the eMeter EnergylP MDM hosted
by Siemens. The MDM provides two major capabilities that are critical for TOU: usage framing and
billing determinant generation.

Usage framing sums up a customer’s interval data over a specified period of time into a total usage
amount for that period and stores it in the appropriate “bin”. During the Summer Season, on non-
holiday weekdays, the MDM sums all 16 of a customer’s 15-minute interval values between 3PM-7PM
to create a “peak” usage bin and the remaining 80 daily interval values between 12AM-3PM and 7PM-
12AM to provide an “Off-Peak” usage bin. For weekends and holidays, all 96 daily intervals are added to
the “Off-Peak” total. During the winter, all usage is added to the “Off-Peak” bin.

KCP&L also uses the MDM to deliver billing determinant information to the CIS using a modified version
of the MDM'’s “Pull Billing” method where the CIS makes the request for data to the MDM and receives
the necessary response back. Framed usage is retrieved on a daily basis via an “off-cycle”,
“informational” request to the MDM Pull Billing interface and is returned in “peak” and “Off-Peak” bin
values.
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2.2.2.5.1.4 KCP&L SmartGrid Middleware (incl. TOU Register Read Calculator)

KCP&L'’s legacy CIS currently receives register read values from a variety of metering systems including
both AMR and AMI to bill customers. To support integration of these multiple systems, KCP&L has
deployed a custom, in-house middleware solution that collects and stores daily register read values from
all meters across the territory and normalizes the data to feed to CIS. For integration of the SmartGrid
AMI meters, KCP&L added a SmartGrid specific component to the middleware which in turn required an
additional enhancement to support TOU billing: the TOU Register Read Calculator.

The TOU Register Read Calculator translates the daily peak and Off-Peak usage values retrieved from the
MDM into a daily dial read, effectively creating a virtual dial for each of the TOU bins: summer On-Peak,
summer Off-Peak and winter Off-Peak. These register read values are then fed into the CIS following the
normal meter billing process when needed for monthly bill cycle processing. In addition to the
translation from usage values to register values, the calculator provides some additional important
capabilities. It provides error tracking and reporting capabilities for use by the IT team and AMI Analyst.
It converts AMI- and MDM-provided decimal values to integer values for the CIS; the AMI and MDM
systems provide values with up to four decimal places —i.e. 12345.1234. It also supports the accounting
requirement that the sum of the TOU kWh bin values match the billed kWh value; this true-up capability
is critical due to the decimal-to-integer translation necessary as well as any decimal/integer gap that
may occur on a customer’s initial enrollment.

2.2.2.5.1.5 CIS/Billing Updates

Additional CIS coding was not required to support TOU billing. Existing system capabilities were
leveraged to enable the setup of the virtual register dials noted above in the CIS for billing without
requiring a physical meter exchange. During the enrollment process, the meter is temporarily
deactivated from the customer account during which time it has the three TOU measuring components
for summer peak (SKP), summer Off-Peak (SKO) and winter Off-Peak (WKH) added and activated on the
customer’s meter. Once these measuring components are added, the meter is reactivated on the
customer account and once the customer is moved to the 1ITTOUA/1TOAA rate, including an initial install
read, they are then active on the TOU Billing Pilot Program.

2.2.2.5.1.6 TOU Tendril

To aid customers in more effectively participating in the TOU program, various cues are provided to
participants who are users of the HEMP and/or KCP&L provided IHDs. Upon enrollment, KCP&L pushes a
rate change via the existing MQ interface to the Tendril back office system that supports the HEMP
which causes the Portal to display their ITTOUA/1TOAA rate instead of the previous 1RS1A/1RS6A rate. It
also changes the pricing information in the Portal to reflect the TOU prices (outlined in the Tariff section
above). The rate change on the customer record also triggers the Portal to display the appropriate TOU
pricing based on the season and time of day.

A similar solution was implemented to ensure that the correct pricing amount was pushed out to the
AMI meters for display on the IHD. The existing TTM (Tunnel Text Message) interface that pushes
customer pricing details out to the meters was updated to send the TOU Summer Peak pricing as a
“pricing event” to the meter so that the peak rate will display on the IHD from 3PM-7PM and then revert
back to the Off-Peak price once the TOU period ends each day.

2.2.2.5.1.7 Customer Printed Bill

The final visual cue provided to the customer is the billing detail received on their monthly printed (or
PDF) bill. At the present time, this is being added manually by the Billing Services team through use of
Adobe Writer to edit each monthly customer bill and to add the three lines displaying their register dial
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values and usage totals for each of the three TOU bins. This is expected to be automated as part of
KCP&L’s upcoming OneBillPrint Project.

2.2.2.5.2 Integration
An overview of TOU system-to-system interfaces and applicable messages is illustrated in Figure 2-35.

Figure 2-35: KCP&L SmartGrid Demonstration Project TOU Integration
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The integration touch points for the TOU implementation are as follows:

A. Consumption Pricing messages containing 1TTOUA/1TOAA rate information pulled from CIS
and sent to HEMP via a REST call executed by MQ Broker. These messages are sent once a
customer enrolls in the TOU program to update the customer portal with real-time per-
kWh consumption pricing information.

B. Consumption Event Pricing messages initiated from CIS to AHE. These “event pricing”
commands are sent daily to update per-kWh consumption pricing information on customer
IHDs during the TOU peak hours.

C. Billing Determinant data initiated from MDM to CIS. This data is requested daily by CIS
using MDM’s “Pull Billing” interface and is used to update CIS with proper billing
determinant information for TOU customers including summer On-Peak, summer Off-Peak,
and winter Off-Peak consumption data.

D. Daily Register and Interval Read data initiated from AHE to MDM. This is California
Metering Exchange Protocol (CMEP)-formatted data sent hourly to be stored in the meter
usage data repository and used for TOU billing determinants.

E. Consumption Event Pricing messages containing 1TTOUA/1TOAA rate information initiated
from AHE to IHDs. These messages are ZigBee SEP 1.0-formatted “event pricing” messages
sent daily to the IHD via the AMI network through the SmartMeter using the ZigBee SEP 1.0
“publish price” command to update customer IHDs with real-time per-kWh consumption
pricing information during the TOU peak hours.
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2.2.2.5.3 Post-Implementation Operational Issues

Following the initial integration, testing and deployment of the TOU program, numerous post-
implementation operational issues needed to be considered and mitigated. These issues included the
following:

e A special, daily “event” pricing had to be set up to create a pricing event from 3-7 PM on
the IHDs to display the correct price during TOU peak hours. This was needed because
KCP&L chose not to use the TOU-specific registers within the SmartMeter because this
would have required special programming for each individual TOU customer meter. The
“event” pricing required a special pricing signal to be sent to the SmartMeters during
overnight hours, so that all SmartMeters would be ready to push the pricing event to their
IHDs during peak hours.

o The FlexSync interface from CIS+ to MDM has frequent errors in synchronizing customers;
this sometimes impacts TOU enrollments by not updating the MDM in a timely manner to
trigger the TOU usage framing; this also has caused delays in meter exchanges for TOU
customers being processed properly which leads to gaps in usage; it’s expected that with a
new MDM/new CIS+ platform that are more tightly integrated this will be less of an issue.

e The custom Pull Billing interface that was written to support KCP&L’s legacy CIS+ system
experiences request failures that require constant monitoring and frequent manual
submission of the requests to correct errors in the TOU usage being presented to CIS+; it
is expected that with a new MDM/new CIS+ platform that are more tightly integrated this
will be less of an issue.

e There have been several instances where meters have stopped reporting intervals or all
reads; this has sometimes taken 1-2 months to correct in the field which then results in
significant manual effort to recreate/estimate the missing TOU reads and feed them
through the MDM and TOU Calculator processes.

2.2.2.5.4 Lessons Learned

Throughout the build, implementation, and daily operation of the TOU program, numerous
considerations were realized and should be noted for future implementations. These Lessons Learned
are as follows:

e An additional enhancement was required within the SmartGrid middleware interface to
CIS to support TOU billing. This TOU Register Read Calculator was required to convert
usage data into register reads and feed the TOU data into CIS in a tolerable format for
billing purposes.

e Overall, enrollment in the TOU program was higher than anticipated. TOU enrollment
exceeded enrollment for both the Stand-alone PCT and HAN programs. As of October
2013, TOU enrollment was 131 customers.

e Legacy CIS+ system was less capable in supporting a billing program such as TOU that
required customized inputs; the ability to provide this capability “out of the box” is being
noted as a requirement and business case benefit for KCP&L's upcoming CIS+
replacement.

e Tight integration between the MDM and CIS systems was identified as a key business
requirement for the selection of a new enterprise MDM platform as KCP&L expects to use
the new MDM to support billing of ALL customers and not just the TOU customers; this
was driven in part by KCP&L’s experience with the SmartGrid TOU program.
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2.2.3 SmartSubstation

The SmartSubstation subproject deployed a state-of-the art distribution SmartSubstation with an IEC
61850 substation protection network, a distribution data concentrator, human machine interface,
GOOSE messaging, and distributed control and data acquisition components.

These various components were initially planned for simultaneous deployment. However, as the project
progressed and KCP&L further assimilated the scope and complexity of this overall project, questions
arose regarding the feasibility of the original intent to conduct one comprehensive configuration and
test effort for all SmartSubstation functions. An analysis was performed to better understand the critical
interdependencies between systems to ensure successful testing and deployment. The result of this
analysis showed that complexity in the related systems would benefit from increased focus on narrower
definitions of scope. To this end, and as pursued with each component system below, it was decided to
break the configuration and deployment of the overall SmartSubstation into four phases. Each of the
phases of work would include configuration and testing as applicable to the given system.

e Phase 1 — Substation Device Monitoring: All substation devices to be automated through
the project (breakers, differentials, tap changers, etc.) were configured and installed at
KCP&L’'s Midtown Substation as part of the Substation Protection Network. In parallel,
preliminary efforts were conducted to deploy the Distribution Data Concentrator (SICAM)
to establish preliminary communications for remote monitoring of substation device point
changes. Point-to-point monitoring-only checkouts were conducted on all points for all
substation devices to ensure proper communications from the devices.

e Phase 2 — Substation Device Control: End-state networking and configurations for the
Substation Protection Network were deployed and stabilized. Point-to-point monitor and
control checkouts were conducted on all points for all substation devices to ensure proper
communications to/from the devices through to the Distribution Data Concentrator
(SICAM). HMI capabilities were configured, tested, and deployed to the substation control
house.

e Phase 3 — Substation DCADA: Activities highly synchronized with SmartDistribution, once
the advanced application algorithms were proven out via centralized First Responder test
efforts in the DMS, the algorithms were ported to the DCADA for autonomous substation
control. Further controlled tests were performed to gain confidence in the system and
establish initial configurations for automatic operation (particularly with VVC).

e Phase 4 — Substation GOOSE Messaging: Initial configuration efforts for GOOSE were
pursued throughout earlier phases, but deployment and real-world testing of the
protection schemes were pursued independently upon a stabilized base of previously
deployed capabilities.

Another key takeaway from the initial implementation analysis was the need to establish and maintain
several integrated environments to ensure that functionality was safely segregated for forthcoming
development and testing efforts. Due to the complexity of integrating systems within each of these
environments, the effort to set these up was commenced early to ensure their readiness as needed.

e Vendor Environment: The first and most basic environment was the vendor environment.
The UI/CAD, D-SCADA, and SICAM DDC applications were installed on KCP&L owned
servers that were sent to the Siemens facility for initial configuration. In addition, sample
substation controllers were also provided for vendor use. All hardware was extensively
used to establish initial configurations and ensure they were working under controlled
conditions.

e Lab Environment: The second and more complex environment was the lab environment. It
was initially setup to augment the vendor environment, as sample field devices were
setup and connected to a lab dedicated network which was interfaced with the servers of
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the vendor environment for preliminary tests. Later in the project lifecycle, the sample
substation devices were transferred back to KCP&L’s facility and additional KCP&L
procured servers were then setup in the lab to establish a stand-alone environment; the
connection to the vendor environment was severed. By that point, the lab also had
integration with numerous other systems to more robustly mimic demo and was used to
test out preliminary integration configurations.

e Demo Environment: The final and most complex environment was the demo environment.
This was KCP&L's real-world environment where the systems were supported by
redundant servers, configured for full integration with other systems, and connected to all
of KCP&L'’s smart grid devices deployed to the substation and certain highly automated
distribution feeders. Redundant HMI, DCADA, and SICAM DDC servers were deployed in
the Midtown Substation Battery Control Enclosure for this environment. As these devices
result in real-time, real-world distribution network changes, special care was taken to
ensure that no negative consequences resulted from the team’s efforts when testing in
the demo environment.

The following subsections summarize these SmartSubstation component deployments.

2.2.3.1 Substation Protection Network

The Midtown Substation Protection Network is an Ethernet-based substation control network utilizing
the IEC 61850 network architecture. Because substation protection and control networks are deployed
in harsh environments and transport critical data, the network was designed to have high availability
and low latency, providing fast, reliable communication between networked devices. Additionally, the
networking equipment is environmentally hardened, as it is expected to operate across extreme
humidity and temperature ranges.

2.2.3.1.1 Build

The high level network architecture was shown in Figure 1-21, Midtown Substation Protection and
Control Network Architecture. In general, the IEC 61850 network consists of redundant 1 Gbps Ethernet
backbones routed throughout the substation. These backbones interconnect remote primary and
backup Ethernet switches installed in various switchgear enclosures to main Ethernet switches located
in the main control enclosure. Protective relays, equipped with redundant Ethernet ports, connect to
the appropriate primary and backup remote switches using 100 Mbps Ethernet. The following sections
provide a summary of the tasks performed to implement and deploy the substation protection network.

2.2.3.1.1.1 Network Design

The IEC 61850 network was designed as a redundant Ethernet ring architecture. Ring architectures allow
for self-healing networks, increasing availability and reliability. The Ethernet switches comprising the
network are arranged in rings, providing redundant pathways between two points in the network via the
Ethernet backbone. This configuration protects against loss of communication between devices due to
failure of a communication link or loss of an intermediate switch. Loss of communication only occurs
when there is a failure in the edge switch to which one of the two communicating devices is connected.
To further increase reliability, redundant rings were deployed. This allows devices with redundant
Ethernet interfaces to take advantage of a standby Ethernet network, reducing the probability of a loss
of station control due to failure of any single piece of network equipment. This redundant ring
configuration eliminates single points of failure for all Ethernet hardware when the communication
devices are configured in fail-over mode. Figure 2-36 provides an overview of the substation protection
and control network that was implemented. The complete IEC 61850 Communications Network design
document is included in this report as Appendix D.
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2.2.3.1.1.2 Lab Testing

Ethernet switch testing was conducted in a lab environment to verify the configuration and performance
of a multivendor, IEC 61850 LAN. Cisco CGS 2520 and Ruggedcom 2100 Ethernet switches were selected
by KCP&L for the Midtown Substation 61850 LAN trial. This section provides a summary of the network
lab testing that was performed. The complete IEC Switch Test Results document is included in this report
as Appendix E.

The topology KCP&L selected for the Midtown Substation 61850 LAN trial was tested in three parts: the
Cisco ring, the Ruggedcom ring, and the combined rings. There were two types of tests run on the
network to determine network convergence following two types of failures that can occur on an
Ethernet LAN: port failures and link failures.

Figure 2-36: SmartSubstation Protection and Control Infrastructure
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The primary purpose of the inter-vendor testing was to determine the performance of using the
proprietary Layer 2 loop-reduction protocols offered by each vendor. In addition to the industry-
standard IEEE 802.1w, Rapid Spanning Tree Protocol (RSTP), each vendor offers a proprietary algorithm
with faster than RSTP performance. Cisco offers Resilient Ethernet Protocol (REP), which is designed to
interoperate with RSTP. Ruggedcom offers Enhanced Rapid Spanning Tree Protocol (eRSTP), which is
designed as an extension of RSTP and offers backwards compatibility with RSTP.
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Throughout the testing, intra-vendor performance was mostly consistent with each of the vendors.
There was a reproducible anomaly with specific failure scenarios with REP in the Cisco ring. Other
convergence times in the Cisco ring were in the sub 50 ms range. Cisco RSTP convergence was very
consistent with repair times, but the convergence times were never under 50 ms, and typically more
than 100 ms. Additionally there was difficulty configuring REP to interoperate with RSTP in an intra-
vendor setup, so there was no testing conducted in an inter-vendor configuration.

Cisco showed consistently better times when failing a single relay port by approximately 120 ms on
average with an SEL-451. There were no other relays available for comparison so this could be an issue
with the SEL-451 specifically.

The Ruggedcom implementation of eRSTP is very consistent with convergence and repair times and was
across every test that was run on the Ruggedcom and combined rings. Both convergence and repair
times on each test were within 1 ms of every other respective convergence and repair time for each
configuration.

VLAN configuration had to be adapted, and an extra VLAN was added to accommodate the way Cisco
handles tagged traffic going into a trunk port with a native VLAN. Although the workaround poses no
operational issues, the difference in the way each manufacturer handles both tagged and untagged
packets on a trunk port caused some issues during the initial configuration.

2.2.3.1.1.3 IED Replacement

KCP&L began replacing the Midtown IEDs in February 2011. The devices were replaced in a systematic
manner, one switchgear or transformer at a time. Devices associated with five switchgear were replaced
in 2011, three switchgear were replaced in 2012, and all four transformers were replaced in 2012. Sixty
three total IEDs were installed in the Midtown Substation, as described in Table 2-11.

Table 2-11: Substation IEDs Installed

IED ‘ Model Monitor/Control Quantity
Bus Main Breakers SEL-451-5 Monitor Only 8
Tie Breakers SEL-751A Monitor Only 8
Transformer Differential Relays SEL-487E Monitor Only 4
Bus Differential Relays SEL-487B Monitor Only 8
Feeder Breakers* SEL-751A Monitor Only 20
Feeder Breakers* SEL-751A Control 11
Load Tap Changers Eberle REG-DA Control 4
*11 of the 31 circuits in Midtown Substation feed the Green Impact Zone, or the project area. The
feeder breakers for these circuits have monitor and control capabilities, whereas the non-smart grid
feeders can only be monitored.

The point of demarcation between KCP&L's existing transmission EMS and the SGDP DMS is the
substation feeder breaker. Both systems have monitor and control capabilities of these devices. The
feeder breakers will continue to send data to the existing Midtown RTU, but the 11 smart grid feeder
breakers will also send information to the new substation data concentrator, the SICAM. In order to
avoid having controls come from both the EMS and the DMS, a control authority selector has been
added to the EMS so that the distribution operators can toggle control between the two systems.

Although the Midtown Substation devices have the necessary IEC 61850 Configured IED Description
(CID) files loaded, the IEC 61850 GOOSE messaging hasn’t been activated as of yet. Currently, the
devices are communicating via 61850 MMS messaging to the SICAM, but they won’t perform the peer-
to-peer GOOSE communications until a multi-bus test can be conducted.
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2.2.3.1.1.4 Fiber Installation

The fiber installation occurred during April and May of 2012. The Midtown Substation physical
infrastructure is laid out in a star configuration with one cable trench for each bay in the ring bus. These
trenches extend from the control enclosure, which is in the center of the substation, out to each
switchgear enclosure. Two twelve-fiber, single-mode fiber optic cables were installed between each
switchgear enclosure and the main control enclosure. Fiber distribution panels (FDPs) were installed in
each switch location, as well as within the control enclosure. At Midtown Substation, it was impractical
to install new conduit directly between each switchgear enclosure to create a truly physical ring, so the
Ethernet switches were connected in a ring by patching in the FDPs located in the control enclosure.
These new fiber optic cables were installed in the existing cable trench with other control cable.

2.2.3.1.1.5 Switch Installation

The network switches were also installed in April-May 2012. As part of the pilot, the Midtown
Substation was retrofitted with a redundant Ethernet communications network with hardware from two
switch vendors (Ruggedcom and Cisco) for protection operation. Using two vendors allowed KCP&L to
evaluate the products simultaneously to determine which was best suited for substation protection and
control networks. Each vendor’s equipment was used to build a ring in the substation, and each relay
has an interface connected to both rings. The rings are interconnected at two points for redundancy.
The core ring was built using gigabit fiber connections. The relays each have two 100-Mbps Ethernet
interfaces used in a hot standby configuration. Each vendor has its own proprietary protocol for blocking
loops from forming in the Ethernet network while recovering from a link failure in less than 50 msec. In
between the rings, rapid spanning tree protocol was used to provide failover in less than 250 msec.

2.2.3.1.1.6 Production Testing

After the network was physically installed, the Network Services team conducted testing on the
production network. The testing occurred in October, 2012, and it included the following tests:
e Verify Baseline Control House L2 Traffic Flow
e Verify Baseline Battery Control House L2 Traffic Flow
o Verify Baseline Cisco Switch House L2 Traffic Flow
e Verify Baseline Ruggedcom Switch House L2 Traffic Flow
e Ruggedcom eRSTP Devices interact with Cisco MST Devices via RSTP
e Control House Link Failure 1
Control House Link Failure 2
Battery Control House Link Failure
Cisco Switch House Link Failure 1
Cisco Switch House Link Failure 2
e Ruggedcom Switch House Link Failure 1
e Ruggedcom Switch House Link Failure 2
e Ruggedcom Switch House Link Failure 3

All test cases passed, and upon completion, the substation protection network was put into service.

2.2.3.1.2 Post-Implementation Operational Issues
For the most part, the substation protection network has functioned smoothly thus far. The team has
only encountered two post-implementation operational issues with this portion of the project.

2.2.3.1.2.1 Ruggedcom Switch Replacement

Although the Ruggedcom and Cisco rings were functioning sufficiently, the KCP&L team decided to move
forward with a Ruggedcom replacement. From the outset of the SPN design, one of the major reasons
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for using two vendors for the initial implementation was so that KCP&L could evaluate multiple
manufacturers. After a year of operation using this mixed-vendor network, KCP&L’s Network Services
group recommended a change to the production network. They suggested replacing the Ruggedcom

switches with Cisco switches for the following reasons:

No “accounting” functions on Ruggedcom switches: There is a networking standard called
AAA which stands for Authentication, Authorization, and Accounting. The Ruggedcom
switches can perform the Authentication and Authorization pieces of AAA, but not the
Accounting function. The Cisco switches can perform all three functions of AAA and are
currently passing NERC/CIP audits in the KCP&L production environments. Accounting in
the network environment provides logs of any user activities performed on the switch by
users that have been authenticated and authorized. These logs provide evidence that is
used to fulfill a NERC/CIP requirement.

Banners: Login banners are presented to anyone attempting to connect to the
management interfaces of the network devices to notify any potential users that they are
responsible for what they do when logging in to a KCP&L device and that unauthorized
access is prohibited. KCP&L’s current standard is to present a banner prior to login and
also after login. The Ruggedcom switches do not allow for a login banner to be presented
prior to login, but rather only after a user has logged in to the device. This lack of
functionality would require an exception to be filed if the substation were to fall under the
purview of current NERC/CIP standards.

Workflow and Procedures: Since the protection hardware is located in the switchgear
buildings at the substation, the Network Services team cannot install or replace the
physical switch hardware. This process can be straight forward and simple with the Cisco
hardware, but the Ruggedcom hardware requires a more highly coordinated effort
between Network Services and the KCP&L relay technicians.

— Cisco: Spare hardware can consist of one switch, many SFPs (small form-factor
pluggable), and many memory cards. The memory cards can be labeled to match the
names of the switches. When a switch replacement is required, the relay technician
simply inserts the appropriate memory card into the spare switch that contains the
proper configuration for the switch that is being replaced. The process is simple
enough that the relay technicians won’t need direct assistance from the Network
Services team. The Cisco switches also use SFPs (port adapters) to generate the optical
signals for each independent connection to the IEDs. The independent, field
replaceable units can be replaced without swapping out the entire switch.
Additionally, the SFPs are hot swappable and can be replaced without powering down
the switch.

- Ruggedcom: Spare hardware would consist of spare switches stored at Network
Services’ location, so that Network Services has physical access to them for initial
configuration. The spare switch would require configuration by the Network Services
team through the use of TFTP (trivial file transfer protocol), and the configuration
would vary depending on which switch needs to be replaced. Then, the switch would
be delivered to the relay technician for installation. In the event of a single access port
failure, the complete switch would need to be replaced.

— Reliability: Running two switch vendors in the same substation environment presents
concerns about multiple protocols being used in a single implementation. When both
vendors are used, Reliable Ethernet Protocol (REP), Enhanced Rapid Spanning Tree
(eRSTP), and Rapid Per VLAN Spanning Tree (RPVST) protocols are all utilized. When
the entire network utilizes Cisco equipment, then only REP is used.
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2.2.3.1.2.2 Compromised Fibers:

The other post-operational issue pertaining to the substation protection network has been a few
compromised fibers. In 2013, a fiber connected to tap changer 5/6 failed and the communications didn’t
switch over to the other ring. This was a fortunate issue, as KCP&L didn’t realize that the tap changers
weren’t properly set up to have redundancy. After resolving the issue with the fiber, KCP&L also worked
to configure the tap changers to function in a redundant mode.

During HMI retesting in November 2013, the fiber between switches SW-34A and SW-56A was deemed
problematic. After investigating the issue, KCP&L replaced the faulty fiber. This resolved the issue.

2.2.3.1.3 Lessons Learned
Throughout the build, implementation, and daily operation of the SPN, numerous considerations were
realized and should be noted for future implementations. These Lessons Learned are as follows:

e Pros and Cons of Multivendor SPN — KCP&L learned a lot on this portion of the project in
regards to a multivendor implementation of the redundant network. In general, KCP&L
learned that it is feasible to design, construct, and run a multivendor substation
protection network, but there are certainly drawbacks to this approach. As described in
the sections above, the hybrid approach yields uncertainty in regards to functionality and
failover time. Testing out the proposed network architecture in a lab environment was
critical prior to deployment of the networking equipment in the production environment.

e Ownership of the SPN — As K